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In the YTD timeframe

● Alphabet +50%
● Amazon +50%
● Apple +40%
● Microsoft +30%
● Nvidia +200%

Why?



A driver for training super-large models and behind all the recent hype 
on generative and LLM models

https://www.nvidia.com/en-us/data-center/hgx/

https://www.nvidia.com/en-us/data-center/hgx/




https://aiindex.stanford.edu/report/

https://aiindex.stanford.edu/report/


Real-time deep learning



Self-driving cars

● Single self-driving car can produce O(10) TB/day
● Number of US circulating cars O(200) millions 
● With <1 % autonomous vehicles the generated 

amount of data is not manageable centrally

How to approach the problem

● Dedicated computing architectures in small 
dimensions and low-power consumption

● AI programs on-site since latency matters and 
communication with a central server will always 
result in a delay

Example of real-time deep learning



https://www.intel.com/content/www/us/en/artificial-intelligence/programmable/fpga-gpu.html
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https://www.intel.com/content/www/us/en/artificial-intelligence/programmable/fpga-gpu.html

FPGAs vs GPUs

● Longer lifetime, more compatible with a typical car lifetime
● Lower power dissipation, no need of intense cooling
● Reduced electricity requirements
● Possible higher performance in terms of acceleration and throughput

https://www.intel.com/content/www/us/en/artificial-intelligence/programmable/fpga-gpu.html










Needle in a haystack





With a triggerless acquisition system

● 40 MHz interaction rate with O(1 MB/event)
● 40 TB/s scaling to O(10 EB/year)

Facebook in 2014

● 600 TB/day scaling to O(1 EB/year)
● Clearly a different business model compared to 

optimising the research output of the largest 
scientific endeavour 

Real-time event selection at the LHC



BigData2021

https://clissa.github.io/BigData2021/BigData2021.html


● How will we be triggering events in 2029+?
● Which design choices of the data acquisition system?
● How much AI will help?

As a community we need to provide answers to these questions ~now



● Logic cell ⇒ A small look-up table with a D flip-flop
● Digital Signal Processors (DSPs) ⇒ logic units for multiplications
● Random-Access memories (RAMs) ⇒ embedded memory elements

Two ways to interact with FPGA programming

● Low-level programming languages to describe electronic circuits (HDL)
● High-level synthesis from C/C++ code (Vivado HLS)



Neural network inference
● Addition: logic cells
● Multiplication: DSPs
● Activation function: precomputed in 

RAMs



Neural network inference
● Addition: logic cells
● Multiplication: DSPs
● Activation function: precomputed in 

RAMs
A NN can be deployed in a FPGA but not 
straightforward to understand the needed 
resources (DSPs, RAMs). Plus transferring 
rate, latency requirements, etc. Studies are 
needed



NN deployment into FPGAs

Vitis-AIhttps://fastmachinelearning.org/

https://xilinx.github.io/Vitis-AI/3.0/html/index.html
https://fastmachinelearning.org/


Fast inference on FPGAs for triggering on neutral LLPs

Physics case - Example #1

arXiv:2307.05152

https://arxiv.org/abs/2307.05152


Two models: a CNN to regress the LLP decay length position and an AE to detect anomalies

Physics case - Example #1

CNN model AE model

arXiv:2307.05152

https://arxiv.org/abs/2307.05152
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CNN model AE model
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Two models: a CNN to regress the LLP decay length position and an AE to detect anomalies

Physics case - Example #1

arXiv:2307.05152

Real measurement on FPGA devices mounted on dedicated nodes.

https://arxiv.org/abs/2307.05152


New physics detection with autoencoders directly at L1 trigger

Physics case - Example #2

arXiv:2108.03986

● (V)AE models based on DNN and CNN trained on kinematics of up to 18 reconstructed 
physics objects per event

● Quantization-aware training and post-training quantization for reducing resources while 
maintaining accuracy

● Fully on-chip model implementation to stay within the L1 trigger latency

https://arxiv.org/abs/2108.03986


Physics case - Example #2

arXiv:2108.03986
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Physics case - Example #2

arXiv:2108.03986
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Physics case - Example #3

arXiv:2207.00559

Low-latency RNN on FPGA for classification  

● Addition of RNN support within hls4ml
● Successful simulation of FPGA deployment of RNN models with parameters from O(1k) to 

O(100k) and latencies from O(1 us) to O(100 us)

https://arxiv.org/abs/2207.00559


Physics case - Example #3

arXiv:2207.00559

Ratios of fixed-point and floating-point AUCs for top-tagging and flavour-tagging classification

https://arxiv.org/abs/2207.00559


Physics case - More examples



Conclusions
Smarter triggers are needed for the high-luminosity program at the LHC

AI is with us, and will remain

Low-latency is the key, and FPGA-based acceleration is an interesting area of active R&D

Various interesting projects and studies already in the literature, summarised a few here

A rigorous comparison of farm designs and the impact on physics is still lacking


