
 Andrii Tykhonov                                                                                                       Geneva, March 20, 2024

Recent observations in Galactic 
Cosmic Rays
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Outline

2

• Cosmic ray history and current landscape


• Space experiments & results


• Protons, ions


• Electrons, positrons


• Ground-based experiments & results


• Spectrum & composition


• Anisotropy



First hints of already in 18th century (Coulomb)

1912 — Discovery of Cosmic Rays in ballon 
flight  (Victor Hess)
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Sez. Milano-Bicocca 

The Earth magnetic field can roughly be 
considered as a dipole, whose axis is tilted 
with respect to the rotation axis and whose 
center is shifted with respect to the Earth’s 
center. 

 

 

 

Due to the compression of  the solar 
wind it becomes widely asymmetric 
with a long tail opposite to the Sun 

The Earth Magnetic Field 

Be  = 0,5 Gauss  

BIMF  = few nT  

D. Grandi – Space Radiation and Plasma Monitoring Workshop - 13-14 May 2014 

B. Rossi: due to earth magnetic 
field, flux of cosmic rays is different 
between east and west directions 
— cosmic rays are charged!



1932

1936 1947

Many more 
discoveries, K, Λ ..

First particle physics 
discoveries in cosmic rays 
(before accelerators era)
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Carl David 
Anderson

Seth Neddermeyer and 
Carl Anderson

Cecil Powell



.. and cosmic muons
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Isidor Isaac Rabi:  
“who ordered that?” 



Cosmic Ray landscape

6



Cosmic Ray composition and spectrum

• Composition:

85—90% p,  10% He, few % ions, <1% e 

• Maximum energy ~1020 eV (GZK cutoff)

Limited by interaction with cosmic 
microwave background


• Spectrum consists of different power-laws


• dN/dE ∝ ~ E-2.7 up to the “knee” 


• The “knee” (region around few PeV) 
• Galactic sources “work” up to ~PeV scale
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Cosmology, Galaxy Formation and Astroparticle Physics
on the pathway to the SKA
Klöckner, H.-R., Jarvis, M. & Rawlings, S. (eds.)
April 10th-12th 2006, Oxford, United Kingdom

Cosmic Rays: Recent Progress and some Current Questions
A. M. Hillas

School of Physics and Astronomy, University of Leeds, Leeds LS2 9JT, England

Abstract. A survey of progress in recent years suggests we are moving towards a quantitative understanding of
the whole cosmic ray spectrum, and that many bumps due to different components can hide beneath a smooth
total flux. The knee is much better understood: the KASCADE observations indicate that the spectrum does
have a rather sharp rigidity cut-off, while theoretical developments (strong magnetic field generation) indicate that
supernova remnants (SNR) of different types should indeed accelerate particles to practically this same maximum
rigidity. X-ray and TeV observations of shell-type supernova remnants produce evidence in favour of cosmic-ray
origin in diffusive shock acceleration at the outer boundaries of SNR. There is some still disputed evidence that the
transition to extragalactic cosmic rays has already occurred just above 1017 eV, in which case the shape of the whole
spectrum may possibly be well described by adding a single power-law source spectrum from many extragalactic
sources (that are capable of photodistintegrating all nuclei) to the flux from SNRs. At the very highest energy,
the experiments using fluorescence light to calibrate energy do not yet show any conflict with an expected GZK
“termination”. (And, in “version 2”,) Sources related to GRBs do not appear likely to play an important role.

1. Introductory overview

Because cosmic rays span such a huge range of energy,
it is natural to start from a very deceptive broad view
of the cosmic ray spectrum, such as that shown in figure
1, due to Gaisser (2005), which shows the flux reaching
the Earth, in the form of the energy carried by particles
per unit interval of ln(E), or E2J(E), where J(E) is the
number of particles arriving per unit interval of time, area,
solid angle and kinetic energy, E. At the lowest energies,
the fluxes of different nuclei can be measured, protons be-
ing the most numerous, and other common nuclei having
practically the same shape of spectrum as a function of
rigidity (momentum/charge ∝ energy/charge at these rel-
ativistic energies). To identify the particles clearly, they
have to be detected before they are broken up in the at-
mosphere, in detectors carried by balloons or satellites,
and the flux is too low for this above about 105 GeV (1014

eV): beyond here the total flux of all particle types can
be recorded by air shower experiments. The well-known
power-law spectrum, J(E) ∝ E−2.7 holds to a good ap-
proximation before the “knee”, the downward bend near
1015.5 eV, the fall-off below 10 GeV being a very local
effect within the solar system. For 3 decades of energy
above the knee the flux continues to fall somewhat more
steeply, to the “ankle”, where the rate of fall briefly be-
comes less steep again, until statistics and possibly flux
peter out near 1011 Gev (1020 eV). At energies of several
GeV there is good evidence from gamma rays produced in
nuclear collisions (e.g. Hunter et al. 1997) that the cosmic
rays originate in the Galaxy, and diffuse out; and the belief
that the major source is acceleration at the outer shock
boundaries of expanding supernova remnants (SNR) has
strengthened recently in several ways, outlined below.

It now seems likely that this bland shape masks a su-
perposition of bumps and variations which each tell their
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Fig. 1. Many measurements of the cosmic ray flux over a
wide energy range, assembled by Gaisser

own story, though few of them can yet be disentangled
clearly, so this field of diagnosing the components is still
very active.
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Cosmic Ray acceleration
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be discussed. Finally the importance of non-linear feedback between the acceleration process
and the shock hydrodynamics will be addressed, an effect that is crucial to the understanding of
many astrophysical shocks. There are many discussions of shock acceleration in the literature,
however three principal reviews with complementary focuses and approaches come to mind.
Drury16 provides an in-depth analytic description of linear and non-linear shocks, tailored for
the specialist, while Blandford and Eichler9 adopt a slightly tempered analytic approach and
connect closely with astrophysical observations. Jones and Ellison17 emphasize the more recent
model developments and data/theory comparisons afforded by computer simulations.

2 The Principal of the Fermi Mechanism

The Fermi acceleration mechanism is always applied to so-called collisionless shocks, i.e. those
non-linear disturbances that have energy and momentum transfer between particles mediated
purely by plasma processes, with Coulomb scattering being negligible. Such conditions arise
in most astrophysical environments. It is instructive to review the principal of how the Fermi
mechanism operates. Consider a flow defined by speeds u1 and u2 (< u1 ) on different sides
of the shock (see Fig. 1). Suppose particles of speed v0 (in the rest frame of the shock) start
off on the upstream (u1 ) side of the shock, and diffuse around via “collisions” with plasma
magnetic turbulence until they eventually cross the shock and move around downstream (u2 ).
Such diffusion tends to isotropize the angular distribution of the particles in the frame in which
the upstream plasma is at rest. After a period in which the particles have experienced a plasma
of speed u1 , the particles now collide with magnetic turbulence that is associated with, or
generated by, the downstream plasma. If this plasma in turn tends to isotropize the particles
elastically, then this test population effectively “sees” a plasma moving towards it (with speed
∼ |u1 − u2| ) upon arrival downstream. Elementary kinematics leads to the result that the
process of quasi-isotropization then yields a net increase in the average particle speed in the
rest frame of the shock interface. This kinematic guarantee of an increase in energy is akin
to the gain that a photon experiences in inverse Compton scattering collisions with relativistic
electrons, an effect that relies on photon quasi-isotropization in the electron rest frame.

Figure 1: A schematic depiction (left) of particle motion in the environs of a shock. The plasma flow speeds
are u1 (upstream) and u2 (downstream), and the mean accelerated particle speeds vi after i shock crossings
are ordered according to v0 < v1 < v2 , etc. The dotted line denotes a downstream “escape boundary” that
is relevant to the discussion on universal power-laws in Section 3 below. On the right is output from a Monte
Carlo simulation of first-order Fermi acceleration (Baring et al.18), illustrating how the particle speed v increases
monotonically with time as many shock crossings are encountered, until it escapes the shock (dotted line). Notice
that the diffusion is on larger scales for higher particle speeds.

Supernova explosion 

(a few per century) Propagating shock wave front

Diffusive Shock Acceleration mechanism suggested by Fermi:  Flux ~ E-2

Particle gaining energy each 
time crossing the shock front
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• Cosmic rays “scatter” diffusively in turbulent magnetic fields (in analogy to heat transfer)

• Travel (confined) in Galaxy for millions of years, before reaching us

• Part of them escape from the surface of the galaxy disk (“leaky box” model)

• Direction becomes isotropic

Cosmic Ray propagation

Supernova

Earth

Cosmic Ray 
path



Cosmic Rays: Primaries & Secondaries
Primary Cosmic Rays: p, e-, He, C, O, Fe  

• Create secondaries during propagation and 
interaction with interstellar medium


• Traverse on average ~ 10 g/cm2


• Propagation modifies spectral index:


Secondary cosmic rays: e+, p, Li, Be, B,…
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Figure 1

Abundances of elements as function of atomic number up to Z = 40 (Zr) normalized to 106 Si
atoms. The solar system abundances (black symbols) are taken from Table 10 in Ref. (46). The
GCR abundances (green symbols) are from Voyager 1 measurements (17, Table 3) up to Fe
(Z = 26), from measurements with the Trans-Iron Galactic Element Recorder (TIGER)
balloon-borne instrument (47) for Co (Z = 27) and Cu (Z = 29), and from SuperTIGER
observations (48) for the other elements.

abundant than volatile ones in GCRs (51, 47, 48), which can be explained in a scenario where

dust grains, being characterized by a very large mass-to-charge ratio, are accelerated very

e↵ectively at shocks (49, 50). During the acceleration, grains attain velocities large enough

to be eroded by sputtering. The sputtered particles would then be refractory elements, that

will have the same velocity of the parent grain. Such a velocity is much larger than the

shock speed, and this guarantees the injection of refractory elements ejected by grains into

the acceleration process, independently on their mass-to-charge ratio (49, 50).

Volatility: is the
tendency of an
element to be found
in its gaseous state,
rather than
condensed into dust
grains. Elements
with low (high)
condensation
temperature are
called volatiles
(refractory).

Rigidity: regulates
the motion of
particles in a
magnetic field B,
and is defined as
R = rgB = pc

Ze

where rg is the
particle gyration
radius.

Among the GCR volatile elements, the heavier ones are found to be relatively more

abundant than lighter ones, while such a trend is not observed (or is very much weaker)

among refractory elements (47, 48). From theory, it is di�cult to see how the atomic

mass A alone could be the physical parameter regulating the acceleration e�ciency of

volatile elements. A much more plausible physical parameter would be the rigidity, which

is proportional to the mass-to-charge ratio A/Z of ions, and governs the behavior of particles

in magnetized environments such as shocks. Indeed, such a rigidity dependent enhancement

is predicted by state-of-the art simulations of di↵usive shock acceleration, with a scaling in

the sub-relativistic particle energy domain equal to (52):

Ci ⌘
fi(E/ZISM

i )
�ifp(E)

⇠ (Ai/Z
ISM
i )2 . 3.

Here, fi and fp are the CR particle distribution functions at the shock for elements of specie

i of atomic mass Ai and for protons, respectively, �i is the ISM abundance of element i

8 Tatische↵, Gabici
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Cosmic rays constitute significant fraction of energy in typical astrophysics environments  
→ comparable to energy of magnetic fields, radiation fields or the turbulent gas 

Cosmic rays ionise neutral interstellar gas and also contribute to gravitational balance of the Galaxy
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Experiments

HESS

Telecscope Array

HAWC



Space vs Ground
Space 

 + Direct detection — very precise 

Energy spectrum and composition


— Relatively small size (~m2) 

Limited in energy ~ hundreds TeV


Ground-based 
 + Large (~km2) — reaching highest energies (up to GZK)


 Wide field of view (important for γ-ray physics)

— Indirect detection: 


Low sensitivity to composition

Large uncertainty of energy scale

12

p, e, He, …



Experiments in space

Fermi-LAT PAMELA

DAMPE

AGILE

HERD

AMS-02

13



Magnetic spectrometers 
• PAMELA: Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (2006) 

• AMS-02: Alpha Magnetic Spectrometer (launch to ISS 2011)


Measuring rigidity (momentum divided by particle charge)

Provide most precise comic ray measurements up to ~TeV scale 


… difficult to go beyond few TeV with spectrometers 

Calorimetric experiments 
• AGILE, Fermi-LAT (2007, 2008) — relatively small calorimeters 


• CALET: Calorimetric Electron Telescope (launch 2015)


• DAMPE: DArk Matter  Particle Explorer (launch 2015)


• HERD: High Energy cosmic Radiation Detection experiment (~2028)

Space: from spectrometers to calorimeters

Monte-Carlo simulation of a 100 GeV

gamma ray shower in the atmosphere
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* Active contribution of UNIGE to experiment R&D, including the tracker sub-detector construction



Alpha Magnetic Spectrometer (AMS-02)

* Slides credit: ICRC2023 highlight talk

Magnetic 
spectromenter 
for hadronic 
cosmic rays


Momentum 
uncertainty 
3.4% at 1 TeV

Imaging 
Calorimeter 
for electrons 
& positrons

15

3 m
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Plastic Scintillator Detector 

PSD

Silicon—tungsten 
tracker—converter 

STK

Bismuth Germanium 
Oxyde calorimeter 

BGO

Neutron detector 

NUD

~ 1 m

~ 32 X0

~1 X0

DAMPE collab., Astropart. 
Phys. 95 (2017) 6-24

DArk Matter Particle Explorer (DAMPE) 
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Figure 1: Schematic view of CALET. The picture of a simulated shower is

superimposed.

SciFi layer pair. Its surface area is 45⇥45 cm2 and its total thickness ⇠3 radi-

ation lengths (X0). The IMC fine granularity allows to measure precisely the

incident particle trajectory (with angular resolution better than 1�), identify

the starting point of the shower and separate the incident from backscattered

particles.

The charge of the CR nuclei is measured via the Z2 dependence of the specific

ionization loss in a double layered, segmented, plastic scintillator array (CHD)

positioned above the IMC. Each layer is composed of 14 scintillator paddles

(3.2⇥1.0⇥44.8 cm3) each readout by a PMT. Taking advantage of its excellent

charge resolution (⇠0.1 electron charge units (e) for B, ⇠0.2e for Fe) 3, 4),

CHD can resolve individual chemical elements from Z=1 to Z=40.

The total thickness of the instrument is equivalent to 30 X0 and 1.3 proton

interaction length, the total weight is 650 kg. The e↵ective geometrical factor

of CALET for high-energy electrons and nuclei is ⇠1200 cm2 sr.

Prototypes of the CHD, IMC and TASC detectors were extensively tested at

CERN in 2012 with beams of accelerated muons, electrons from 10 to 290 GeV,

and protons from 30 to 400 GeV, and in 2013 with beams of ion fragments at

13 and 30 GeV/amu respectively, produced by the spallation of a primary Pb

beam at onto a Be target. Results of the data analysis clearly demonstrate

that the measured detector perfomance meets the design specifications 5).

309

CALorimetric Electron Telescope (CALET) 
Charge Detector

lastic scintillator array

Imaging Calorimeter (3X0)  
1mm2 scintillating fibers interleaved with tungsten

Total Absorption Calorimeter (30X0) 
12 layers of Lead Tungstate (PWO) logs

DAMPE and CALET can be considered “ATLAS/CMS” of astroparticle physics world

• same physics goals & detection principle, different instrumentation philosophy



High Energy cosmic Radiation Detection facility (HERD)

3D calorimeter of 55X0 (3Λ) + 5-side tracker  

• CR electrons up to 100 TeV


• CR p/ions up to PeVs


• x 10 acceptance compared to DAMPE


 → hundreds of PeV cosmic rays / yearNew features

• Minor fixes and improvements to 
the event display (#206)

Simulation of a particle in 
HERD-like setup

top viewside view

18
Launch to Chinese Space Station by 2028
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Calorimeters (DAMPE, CALET)

• Excellent for e and γ: 1-2% resolution, almost total energy absorption

• Excellent for e/p discrimination: 104—105 p rejection

• p and ions: ~1.6 Λ, shower absorption ~ 30-40%

→  rely significantly on hadronic simulations for the energy reconstruction  
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FIG. S6: Proton background percentage as a function of the
BGO deposited energy. Solid line is a four-order polynomial fit,P4

i=0 pi logi(Edep/GeV).

may occur for usually the BGO bar with the maximum energy
deposition. A correction method based on MC simulations
was developed based on the shower transverse and longitu-
dinal developments [31], which was applied for the energy
correction of those saturated events.
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FIG. S7: The ratio of the quantities with the BGO quenching e↵ect to
that without the quenching e↵ect. Top panel is for the mean energy
deposition, and bottom panel is for the helium flux.

When the energies of secondary particles in the shower are
low enough, large amounts of ionization energy are deposited
in the scintillator within very short traveling distances, result-
ing a nonlinearity between the scintillation photons and the
ionization energy, known as the quenching e↵ect [32]. The
quenching e↵ect would result in an under-estimate of the true
energy of a shower. Using the test beam ion data and the ion
MIP events from the flight data, the quenching parameters of
the DAMPE BGO scintillator were derived [33]. We imple-
mented this quenching e↵ect in the MC simulations, and in-
vestigated its impact on the energy measurement and response
matrix calculation. The ratio of the mean energy deposition
with the BGO quenching to that without the quenching is
shown in the top panel of Fig. S7. Considering the quench-

ing e↵ect will lead to ⇠ 2% (0.2%) lower energy deposition
for helium incident energy of 80 GeV (80 TeV). Using the
corresponding response matrix, we get the helium spectrum,
whose ratio to the spectrum without considering the quench-
ing e↵ect is shown in the bottom panel of Fig. S7. The impact
on the unfolded spectrum varies from ⇠ 5.5% at 80 GeV to
⇠ 0.4% at 80 TeV.

Incident energy [GeV]
210 310 410 510

D
ep

os
ite

d 
en

er
gy

 [G
eV

]

210

310

410

510

-310

-210

-110

FIG. S8: Response matrix used in the unfolding procedure obtained
from the selected MC helium sample.

Fig. S8 shows the energy response matrix based on the
GEANT4 FTFP BERT model, after including the quenching
e↵ect. The color represents the relative probability that a he-
lium nucleus with incident energy Einc deposits Edep energy in
the calorimeter. The energy resolution of helium can thus be
inferred to be about 25% ⇠ 35% for incident energies from
100 GeV to 80 TeV.

E. Observed counts, unfolded fluxes, and systematic

uncertainties

Table S1 gives the numbers of selected helium candidates
for deposited energies from 20 GeV to 32 TeV. The contam-
ination from protons as shown in Fig. S6 has not been sub-
tracted.

Table S2 gives the helium fluxes after the background sub-
traction and the unfolding procedure. The relative uncertain-
ties of the fluxes are shown in Fig. S9.

F. Spectral fitting

To quantify the spectral features, the fits to the helium spec-
trum (Table S3) are made. The function used in the fit is a
smoothly broken power-law (SBPL) form

�(E) = �0

✓ E
TeV

◆�� "
1 +

 
E
EB

!s#��/s
, (9)

where �0 is the flux normalization, � is the spectral index for
energies far below the break energy EB, �� is the change of
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When the energies of secondary particles in the shower are
low enough, large amounts of ionization energy are deposited
in the scintillator within very short traveling distances, result-
ing a nonlinearity between the scintillation photons and the
ionization energy, known as the quenching e↵ect [32]. The
quenching e↵ect would result in an under-estimate of the true
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When the energies of secondary particles in the shower are
low enough, large amounts of ionization energy are deposited
in the scintillator within very short traveling distances, result-
ing a nonlinearity between the scintillation photons and the
ionization energy, known as the quenching e↵ect [32]. The
quenching e↵ect would result in an under-estimate of the true
energy of a shower. Using the test beam ion data and the ion
MIP events from the flight data, the quenching parameters of
the DAMPE BGO scintillator were derived [33]. We imple-
mented this quenching e↵ect in the MC simulations, and in-
vestigated its impact on the energy measurement and response
matrix calculation. The ratio of the mean energy deposition
with the BGO quenching to that without the quenching is
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for helium incident energy of 80 GeV (80 TeV). Using the
corresponding response matrix, we get the helium spectrum,
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e↵ect. The color represents the relative probability that a he-
lium nucleus with incident energy Einc deposits Edep energy in
the calorimeter. The energy resolution of helium can thus be
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E. Observed counts, unfolded fluxes, and systematic

uncertainties

Table S1 gives the numbers of selected helium candidates
for deposited energies from 20 GeV to 32 TeV. The contam-
ination from protons as shown in Fig. S6 has not been sub-
tracted.

Table S2 gives the helium fluxes after the background sub-
traction and the unfolding procedure. The relative uncertain-
ties of the fluxes are shown in Fig. S9.

F. Spectral fitting

To quantify the spectral features, the fits to the helium spec-
trum (Table S3) are made. The function used in the fit is a
smoothly broken power-law (SBPL) form

�(E) = �0

✓ E
TeV

◆�� "
1 +

 
E
EB

!s#��/s
, (9)

where �0 is the flux normalization, � is the spectral index for
energies far below the break energy EB, �� is the change of
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This verifies that the detector performance is stable over
time and that the flux above 45 GV shows no observable
effect from solar modulation fluctuations for this measure-
ment period. The variation of the proton flux due to solar
modulation will be the subject of a separate publication.
Figure 2(c) shows that the ratios of fluxes obtained using
events which pass through different sections of L1 to the
average flux are in good agreement and within the assigned
systematic errors; this verifies the errors assigned to the
tracker alignment. Lastly, as seen from Fig. 2(d), the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm; this verifies the systematic errors
assigned from the unfolding procedures and the rigidity
resolution function for two extreme and important cases.
First, at the inner tracker MDR (∼300 GV) where the
unfolding effects and resolution functions of the inner
tracker and the full lever arm (2 TV MDR) are very
different. Second, at low rigidities (1 to 10 GV) where the
unfolding effects and the tails in the resolution functions of
the inner tracker and full lever arm are also very different
due to large multiple and nuclear scattering.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured proton flux Φ including stat-

istical errors and systematic errors is tabulated in Ref. [25]
as a function of the rigidity at the top of the AMS detector.
The contributions to the systematic errors come from (i) the
trigger, (ii) the acceptance, background contamination,
geomagnetic cutoff, and event selection, (iii) the rigidity
resolution function and unfolding, and (iv) the absolute
rigidity scale. The contributions of individual sources to the
systematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 3(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [26]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [27]. Figure 3(b) shows
the AMS flux as a function of kinetic energy EK together
with the most recent results (i.e., from experiments after the
year 2000).
A power law with a constant spectral index γ

Φ ¼ CRγ ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [25] and shown in Fig. 3(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [28] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore fit
the flux with a modified spectral index [29]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 1.8 TV yields a χ2=d:f: ¼
25=26 with C ¼ 0.4544% 0.0004ðfitÞþ0.0037

−0.0047ðsysÞþ0.0027
−0.0025

ðsolÞ m−2sr−1sec−1GV−1, γ ¼ −2.849 % 0.002ðfitÞþ0.004
−0.003

ðsysÞþ0.004
−0.003ðsolÞ, Δγ ¼ 0.133þ0.032

−0.021ðfitÞþ0.046
−0.030ðsysÞ %

0.005ðsolÞ, s ¼ 0.024þ0.020
−0.013ðfitÞþ0.027

−0.016ðsysÞ
þ0.006
−0.004ðsolÞ, and

R0 ¼ 336þ68
−44ðfitÞþ66

−28ðsysÞ % 1ðsolÞ GV. The first error
quoted (fit) takes into account the statistical and uncorre-
lated systematic errors from the flux reported in this work
[25]. The second (sys) is the error from the remaining
systematic errors, namely, from the rigidity resolution
function and unfolding, and from the absolute rigidity
scale, with their bin-to-bin correlations accounted for using
the migration matrix Mij. The third (sol) is the uncertainty
due to the variation of the solar potential ϕ ¼ 0.50 to
0.62 GV [30]. The fit confirms that above 45 GV the flux is
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FIG. 3 (color). (a) The AMS proton flux multiplied by ~R2.7 and
the total error as a function of rigidity. (b) The flux as a function
of kinetic energy EK as multiplied by E2.7

K compared with recent

measurements [3–6]. For the AMS results EK ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~R2þM2

p

q
−Mp

where Mp is the proton mass.
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The fit is shown in Fig. 4(a). For illustration, the fit results
with Δγ set to zero are also shown in Fig. 4(a).
To obtain the detailed variation of γ with rigidity in a

model independent way, the spectral index is calculated
from

γ ¼ d½logðΦÞ%=d½logðRÞ% ð4Þ

over independent rigidity intervals above 8.48 GV, see
Ref. [25], with a variable width to have sufficient sensitivity
to determine γ. The results are presented in Fig. 4(b). As
seen in Fig. 4(b), the spectral index varies with rigidity. In
particular, the spectral index progressively hardens with
rigidity above ∼100 GV.
In conclusion, knowledge of the rigidity dependence of

the proton flux is important in understanding the origin,
acceleration, and propagation of cosmic rays. Previous
measurements of the proton flux in cosmic rays have
reported different variations of the flux with energy and
this has generated many theoretical models. Our precise
measurement of the proton flux from1GV to 1.8TVis based
on 300 million events and detailed studies of the systematic
errors. The flux deviates from a single power law and
progressively hardens at high rigidities.
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FIG. 4 (color). (a) The AMS proton flux multiplied by ~R2.7 as a
function of rigidity R. The solid curve indicates the fit of Eq. (3)
to the data. For illustration, the dashed curve uses the same fit
values but with Δγ set to zero. (b) The dependence of the proton
flux spectral index γ on rigidity R.
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• Spectrum measurement of cosmic ray protons and helium reported by AMS-02 in 2015

New feature discovered — break (hardening) at few hundred GV

Not expected within the standard shock acceleration + diffusive propagation theory
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performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948%0.0002ðfitÞ%0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780%0.005ðfitÞ%
0.001ðsysÞ%0.004ðsolÞ, Δγ ¼ 0.119þ0.013

−0.010ðfitÞþ0.033
−0.028ðsysÞ%

0.004ðsolÞ, s ¼ 0.027þ0.014
−0.010ðfitÞþ0.017

−0.013ðsysÞ % 0.002ðsolÞ,
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þM2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.
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incompatible with a single spectral index at the 99.9% C.L.
The fit is shown in Fig. 4(a). For illustration, the fit results
with Δγ set to zero are also shown in Fig. 4(a).
To obtain the detailed variation of γ with rigidity in a

model independent way, the spectral index is calculated
from

γ ¼ d½logðΦÞ%=d½logðRÞ% ð4Þ

over independent rigidity intervals above 8.48 GV, see
Ref. [25], with a variable width to have sufficient sensitivity
to determine γ. The results are presented in Fig. 4(b). As
seen in Fig. 4(b), the spectral index varies with rigidity. In
particular, the spectral index progressively hardens with
rigidity above ∼100 GV.
In conclusion, knowledge of the rigidity dependence of

the proton flux is important in understanding the origin,
acceleration, and propagation of cosmic rays. Previous
measurements of the proton flux in cosmic rays have
reported different variations of the flux with energy and
this has generated many theoretical models. Our precise
measurement of the proton flux from1GV to 1.8TVis based
on 300 million events and detailed studies of the systematic
errors. The flux deviates from a single power law and
progressively hardens at high rigidities.
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FIG. 4 (color). (a) The AMS proton flux multiplied by ~R2.7 as a
function of rigidity R. The solid curve indicates the fit of Eq. (3)
to the data. For illustration, the dashed curve uses the same fit
values but with Δγ set to zero. (b) The dependence of the proton
flux spectral index γ on rigidity R.
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Figure 2: Proton spectrum from 40 GeV to 100 TeV measured with DAMPE (red filled dots). The
red error bars show the statistical uncertainties, the inner shaded band shows the estimated systematic
uncertainties due to the analysis procedure, and the outer band shows the total systematic uncertainties
including also those from the hadronic models. The other direct measurements by PAMELA (10) (green
stars), AMS-02 (11) (blue squares), ATIC-2 (7) (cyan diamonds), CREAM I+III (16) (magenta circles),
and NUCLEON KLEM (17) are shown for comparison. For the PAMELA data, a �3.2% correction of
the absolute fluxes has been included (43, 44). The error bars of PAMELA and AMS-02 data include
both statistical and systematic uncertainties added in quadrature. For ATIC, CREAM, and NUCLEON
data only statistical uncertainties are shown.
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FIG. 3: Helium spectrum weighted by E2.6 (top panel) measured by
DAMPE. In the bottom panel, we compare the DAMPE spectrum
(converted to kinetic energy per nucleon assuming the AMS-02 mea-
sured 3He/4He isotope ratio [26]) with previous measurements by
PAMELA [4], AMS-02 [6], CREAM-III [3], ATIC-2 [2], and NU-
CLEON (KLEM) [9]. Error bars of the DAMPE data show the statis-
tical uncertainties. The inner and outer shaded bands denote the sys-
tematic uncertainties from the analysis (�ana) and the total systematic

uncertainties including those from hadronic models
✓q
�2

ana + �
2
had

◆
.

For the PAMELA and AMS-02 results, the error bars contain both
the statistical and systematic uncertainties added in quadrature. For
the other measurements, only the statistical uncertainties are shown.

⇠0.5% for the track selection e�ciency (�track), ⇠3.5% for
the charge selection e�ciency (�charge). We re-weighted the
spectrum of the MC simulations with spectral index chang-
ing from 2.0 to 3.0, and found that the helium fluxes changed
by . 1%. The analysis using energy measurements with 14
layers of the BGO calorimeter led to . 1% di↵erences from
the results presented here. These two were combined together
to give systematic uncertainties from the spectral unfolding,
�unf . The 3He/4He isotope ratio, which mainly a↵ects the cal-
culation of the average number of nucleons, was estimated to
contribute to about 0.2% (�iso) of the fluxes at low energies
(⇠100 GeV) and even smaller at higher energies via varying
the ratio by ±5% which is conservative according to the AMS-
02 measurements [26]. We also estimated the e↵ect of back-
ground subtraction through varying the PSD charge selection
of Eq. (1) by ±5%, and found that the results di↵ered by about

1% � 1.5% (�bkg). The total systematic uncertainty from the
analysis was given by the quadrature sum of the above uncer-
tainties, which was about 5.6%. The absolute energy scale
of the measurement, whose uncertainty was estimated to be
⇠1.3% based on the geomagnetic cuto↵ of e± [36], would re-
sult in a global but tiny shift of the spectrum, and was not in-
cluded in the total systematic uncertainty. Di↵erent analyses
obtained consistent results within the uncertainties.

The largest systematic uncertainty comes from the hadronic
interaction models. In this work we used the di↵erences be-
tween the results based on the GEANT4 and FLUKA simu-
lations as the hadronic model systematic uncertainties, which
turned out to be about 12%� 15% for incident energies above
300 GeV. At lower energies, we used the test beam data of He-
lium with kinetic energies 40 GeV/n and 75 GeV/n [25] to es-
timate the e�ciencies and energy deposit ratios, and obtained
the flux di↵erences between the test beam data and simula-
tion data of ⇠13%. Thus the systematic uncertainties from the
hadronic model below 300 GeV were estimated as 13%. The
statistical and systematic uncertainties for di↵erent incident
energies are summarized in Fig. S8 of the Supplemental
Material.

From Fig. 3 we can observe that the Helium spectrum
experiences a hardening at ⇠TeV energies and then shows
a softening around ⇠30 TeV. The spectral fitting (see the
Supplemental Material which includes Ref. [37]) gave a
significance of the hardening of 24.6�, and a hardening en-
ergy of (1.25+0.15

�0.12) TeV. What is more interesting is the soften-
ing feature which is clearly shown in the DAMPE spectrum. A
possible softening of the spectrum was reported by previous
measurements [3, 9], but the limited statistics and the large
systematic uncertainties prevented a conclusion on this spe-
cific point. The significance of the softening from the DAMPE
measurements is about 4.3�. The softening energy is found
to be 34.4+6.7

�9.8 TeV, with a spectral change �� = �0.51+0.18
�0.20.

Together with the softening energy of the DAMPE proton
spectrum, 13.6+4.1

�4.8 TeV [7], the results are consistent with a
charge-dependent softening energy of protons and helium nu-
clei, although a mass-dependent softening cannot be excluded
by current data.

Summary. — The GCR helium spectrum from 70 GeV to
80 TeV is measured with 4.5 years of the DAMPE data. We
confirm the hardening feature of the helium spectrum reported
by previous experiments. The hardening is smooth with a
hardening energy of ⇠1.3 TeV. The DAMPE data further re-
veals a softening feature at ⇠34 TeV with a high significance
of 4.3�. Combined with the proton spectrum, the soften-
ing energy is well consistent with a dependence on particle
charge, although a dependence on particle mass can not be
ruled out yet. These results will provide important implica-
tions in understanding GCR acceleration or propagation pro-
cesses. Extending the DAMPE measurements to even higher
energies is possible with new data and improved analysis per-
formance.
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the data analysis is supported by the National Key Research

11

nuisance parameter. The nuisance parameters enable flux ad-
justments in various bins. Note that here we single out the
systematic uncertainties from the hadronic models.

TABLE S3: Parameters from the fits with SBPL in two di↵erent en-
ergy ranges of the Helium spectrum.

Hardening Softening
Fit range [0.32 � 5.0] TeV [6.8 � 80] TeV
Nuisance parameters 3 2
�0 (10�5 GeV�1 m�2 s�1 sr�1) 6.08+0.22+0.00

�0.25�0.64 4.71+0.27+0.00
�0.25�0.56

� 2.68+0.02+0.00
�0.01�0.05 2.41+0.02+0.02

�0.02�0.00

EB (TeV) 1.25+0.15+1.05
�0.12�0.00 34.4+6.7+11.6

�9.8�0.0

�� 0.18+0.05+0.00
�0.02�0.06 �0.51+0.18+0.01

�0.20�0.00

s 3.6+2.3+13.4
�1.6�0.0 5.0 (fixed)
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FIG. S10: Best-fit of the helium flux with a SBPL function (blue
line) in the energy range [6.8 � 80] TeV, compared with the data.
Error bars correspond to the statistical uncertainties, and the shaded
bands show the systematic uncertainties.

For the hardening feature, the fit is performed in the
range of [0.32 � 5.0] TeV, and 3 nuisance parameters are
adopted. The SBPL fit results in a reduced chi-squared value
of �2/dof = 4.7/1, where dof is the number of degrees of
freedom. The �2 value is big, possibly due to the small irregu-
larities of the spectrum induced by the unfolding. The param-
eters are given in Table S3. Compared with a single power-
law model fit with �2/dof = 619.8/4, the SBPL model is fa-

vored at a significance of ⇠ 24.6� for three more free param-
eters. A caveat is that this significance may be over-estimated
given the large �2 values in both fits with the SBPL and single
power-law models. The spectral indices of the PAMELA he-
lium measurement are �1 = 2.766±0.029, �2 = 2.477±0.067
for rigidities below and above 243+27

�31 GV [4]. The results of
AMS-02 are � = 2.780 ± 0.007, �� = 0.119 ± 0.033, and
the break rigidity is 245 ± 46 GV [6]. The low-energy spec-
tral index of the DAMPE measurement (2.68+0.02

�0.01) is slightly
harder than those of PAMELA and AMS-02. The value
of �� of the DAMPE measurement (0.18+0.05

�0.02) lies between
those of PAMELA and AMS-02. The break energy we get
(1.25+0.15

�0.12 TeV) is higher than those of PAMELA and AMS-
02. Part of the di↵erences may come from the di↵erent energy
ranges adopted in the fits. To estimate the e↵ect on the fitting
parameters from the hadronic models, we carry out separate
fit to the fluxes derived with the FLUKA simulations, and the
di↵erences are given as the second errors in Table S3.

The softening is studied in the range of [6.8 � 80] TeV.
We adopt 2 nuisance parameters in this narrow energy range.
Given the relatively large uncertainties of the data, the
smoothness parameter s cannot be e↵ectively constrained by
the data, and we fix it to be 5 for a consistency with that
adopted in our proton analysis paper [7]. The fitting results
are �0 = 4.71+0.27

�0.25 ⇥ 10�5 GeV�1 m�2 s�1 sr�1, � = 2.41+0.02
�0.02,

�� = �0.51+0.18
�0.20, EB = 34.4+6.7

�9.8 TeV, and �2/dof = 2.53/2.
For a fit with a single power-law function we get �2/dof =
24.25/4. Therefore we get a significance of the spectral soft-
ening of ⇠ 4.3�, given two more free parameters of the SBPL
model. The best-fitting result of the softening structure, to-
gether with the DAMPE measurements, is shown in Fig. S10.
Compared with the 13.6 TeV break energy of the DAMPE
proton spectrum [7], the softening energies of both protons
and helium nuclei are consistent with a charge-dependent sce-
nario. The break energy is higher if the FLUKA simulation is
used (see Table S3). Therefore our current results cannot rule
out a mass-dependent softening scenario.

We also assume an exponentially cuto↵ power-law (ECPL)
function to describe the softening feature, and the fitting gives
�0 = 4.19+0.31

�0.29 ⇥ 10�5 GeV�1 m�2 s�1 sr�1, � = 2.31+0.04
�0.04,

Ecut = 117.6+35.8
�22.8 TeV, and �2/dof = 4.15/3. The current data

may not be able to distinguish the ECPL model from the SBPL
one. We expect that future measurement of the helium spec-
trum to higher energies by DAMPE with larger statistics and
better control of systematic uncertainties will be very helpful
in testing the detailed behavior of the spectral softening.
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The measurement of the energy spectrum of cosmic ray helium nuclei from 70 GeV to 80 TeV using
4.5 years of data recorded by the Dark Matter Particle Explorer (DAMPE) is reported in this work. A
hardening of the spectrum is observed at an energy of about 1.3 TeV, similar to previous observations. In
addition, a spectral softening at about 34 TeV is revealed for the first time with large statistics and well
controlled systematic uncertainties, with an overall significance of 4.3σ. The DAMPE spectral measure-
ments of both cosmic protons and helium nuclei suggest a particle charge dependent softening energy,
although with current uncertainties a dependence on the number of nucleons cannot be ruled out.
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Shower energy correction: The absolute calibration of
the energy response in the low-energy region was carried
out using the beam test data. Both the accuracy of the
calibration and the uncertainty in the model used to
fit the test beam data are taken into account in the
systematics.
Track reconstruction and acceptance: The effects of

tracking on the flux were evaluated by studying its
dependence on the goodness-of-tracking cuts. To inves-
tigate the uncertainty of the acceptance, restricted accep-
tance regions have been studied, and the resultant fluxes
were compared.
Background subtraction: Background subtraction is

only slightly dependent on the simulated spectral shape.
Different reweighting functions (including Eα with
−2.9 ≤ α ≤ −2.5) were adopted for the MC spectrum,
and the relative differences with respect to the reference
case were included in the systematic uncertainty for each
energy bin.
Unfolding: The uncertainties from the unfolding pro-

cedure were evaluated by applying different response
matrices computed by varying the spectral index (between
−2.9 and −2.5) of the MC generation spectrum, or the
number of iterations of the Bayesian method.
Charge identification (ID) and off-acceptance rejection

cuts: The flux stability against the selection cut efficiencies
was studied around the reference value, and the differences
with respect to the reference case were accounted as
systematic error. The thresholds of each cut were varied
separately in an appropriate range (!1 FWHM for the
charge ID cut) around the reference value, and the
differences versus the reference case were accounted for
as systematic error.
MC model: A second Monte Carlo (FLUKA) is used to

evaluate the smearing matrix and the relevant selection
efficiencies. For each bin, a systematic error is obtained by
a comparison of FLUKA with EPICS results.
Considering all of the above contributions, the total

systematic uncertainty remains below 10% up to ∼60 TeV.
Above it increases moderately, remaining commen-
surate with the statistical error as summarized in Fig. S5
of the Supplemental Material [57] where the total uncer-
tainty is shown with all the relevant contributions
listed above.
Two independent helium analyses were carried out by

separate groups inside the CALET collaboration, using
different event selections and background rejection proce-
dures. The results of the two analyses are consistent with
each other within the errors.
Results.—The energy spectrum of CR helium, as mea-

sured by CALET in an interval of kinetic energy per
particle from ∼40 GeV to ∼250 TeV, is shown in Fig. 1
where the statistical and systematic uncertainties are
bounded within a gray band. The measured helium flux
and the statistical and systematic errors are tabulated in

Table I of the Supplemental Material [57]. The CALET
spectrum is compared with previous observations from
space-based [1,3] and balloon-borne [7,10] experiments.
Our spectrum is in good agreement with the very accurate
measurements by AMS-02 in the lower energy re-
gion below a few TeV, as well as with the measurements
from calorimetric instruments in the higher energy
region, in particular with the recent measurement of
DAMPE [1].
In Fig. 2, a fit of CALET data with a “double broken

power law” (DBPL) [Eq. (3)] is shown in the energy range
from 60 GeV to 250 TeV:
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FIG. 1. Cosmic-ray helium spectrum measured by CALET
(red markers), compared with previous direct observations
[1,3,7]. The error bars represent only the statistical error; the
gray band represents the quadratic sum of statistical and
systematic error. The light violet colored band shows the
systematic uncertainty of Ref. [1].

FIG. 2. Fit of CALET data with a DBPL function [Eq. (3)]. The
result is consistent with other recent measurements [1] within the
errors. Both statistical and systematic uncertainties are taken into
account [57].
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where ΔE denotes the energy bin width, UðÞ the unfolding
procedure operator based on the Bayes theorem, nðEÞ the
bin counts of the unfolded distribution, nobsðETASCÞ those
of the observed energy distribution (including back-
ground), nbgðETASCÞ the bin counts of background events
in the observed energy distribution, ðSΩÞeff the effective
acceptance including all selection efficiencies, and T the
live time.
At the lowest energies, the HE-trigger efficiency drops

significantly, and in this region LE-trigger events are used
instead. The event selection criteria for the HE and LE
analyses are identical. While the overall difference between
the two selections is relatively small, the difference in the
low-energy region is sizeable while, in the energy region
above 200 GeV, LE- and HE-trigger data are consistent.
Therefore we use LE-trigger data for E < 300 GeV and
HE-trigger data above. The fluxes obtained with LE and
HE triggers are presented within the respective energy
regions in Fig. S4 of Supplemental Material [67].
Systematic uncertainties.—The systematic uncertainties

include energy independent and dependent contributions.
The former is estimated around 4.1% in total, from the
uncertainties on the live time (3.4%), radiation environment
(1.8%), and long-term stability (1.4%).
The energy dependent component is estimated to be less

than 10% for E < 10 TeV. We take into account the
uncertainties on MC model dependence, IMC track con-
sistency with the TASC energy deposits, shower start in the
IMC, charge identification, energy unfolding, and beam
test configuration. For E > 10 TeV the uncertainties on
MC model dependence and charge identification become
dominant. In the interval 10 < E < 40 TeV the uncertainty
is below 20% while reaching a maximum ∼30% in the last
bin. Figure 2 shows the systematic uncertainty in the HE
sample as a function of energy.
Results.—Our extended measurement of the proton

spectrum from 50 GeV to 60 TeV is shown in Fig 3. the
CALET flux is compared with AMS-02 [6], DAMPE [39],
and CREAM-III [42]. Our spectrum is in good agreement
with the rigidity spectra measured by magnetic spectrom-
eters in the sub-TeV region, and it is also consistent, within
the errors, with the measurements carried out with calo-
rimetric instruments at higher energies.
Our data confirm the presence of a spectral hardening at

a few hundred GeV as reported in our previous proton
Letter [12] with a higher significance of more than 20
sigma (statistical error). We also observe a spectral soft-
ening around 10 TeV. We fit the proton spectrum in the
energy region from 80 GeV to 60 TeV with a double broken
power law (DBPL) function defined as follows:
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where Φ0ðEÞ is the proton flux ×E2.7, C is a normalization
factor, γ the spectral index, E0 is a characteristic energy of
the region where a gradual spectral hardening is observed,
Δγ the spectral variation due to the spectral hardening, E1 is
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Shower energy correction: The absolute calibration of
the energy response in the low-energy region was carried
out using the beam test data. Both the accuracy of the
calibration and the uncertainty in the model used to
fit the test beam data are taken into account in the
systematics.
Track reconstruction and acceptance: The effects of

tracking on the flux were evaluated by studying its
dependence on the goodness-of-tracking cuts. To inves-
tigate the uncertainty of the acceptance, restricted accep-
tance regions have been studied, and the resultant fluxes
were compared.
Background subtraction: Background subtraction is

only slightly dependent on the simulated spectral shape.
Different reweighting functions (including Eα with
−2.9 ≤ α ≤ −2.5) were adopted for the MC spectrum,
and the relative differences with respect to the reference
case were included in the systematic uncertainty for each
energy bin.
Unfolding: The uncertainties from the unfolding pro-

cedure were evaluated by applying different response
matrices computed by varying the spectral index (between
−2.9 and −2.5) of the MC generation spectrum, or the
number of iterations of the Bayesian method.
Charge identification (ID) and off-acceptance rejection

cuts: The flux stability against the selection cut efficiencies
was studied around the reference value, and the differences
with respect to the reference case were accounted as
systematic error. The thresholds of each cut were varied
separately in an appropriate range (!1 FWHM for the
charge ID cut) around the reference value, and the
differences versus the reference case were accounted for
as systematic error.
MC model: A second Monte Carlo (FLUKA) is used to

evaluate the smearing matrix and the relevant selection
efficiencies. For each bin, a systematic error is obtained by
a comparison of FLUKA with EPICS results.
Considering all of the above contributions, the total

systematic uncertainty remains below 10% up to ∼60 TeV.
Above it increases moderately, remaining commen-
surate with the statistical error as summarized in Fig. S5
of the Supplemental Material [57] where the total uncer-
tainty is shown with all the relevant contributions
listed above.
Two independent helium analyses were carried out by

separate groups inside the CALET collaboration, using
different event selections and background rejection proce-
dures. The results of the two analyses are consistent with
each other within the errors.
Results.—The energy spectrum of CR helium, as mea-

sured by CALET in an interval of kinetic energy per
particle from ∼40 GeV to ∼250 TeV, is shown in Fig. 1
where the statistical and systematic uncertainties are
bounded within a gray band. The measured helium flux
and the statistical and systematic errors are tabulated in

Table I of the Supplemental Material [57]. The CALET
spectrum is compared with previous observations from
space-based [1,3] and balloon-borne [7,10] experiments.
Our spectrum is in good agreement with the very accurate
measurements by AMS-02 in the lower energy re-
gion below a few TeV, as well as with the measurements
from calorimetric instruments in the higher energy
region, in particular with the recent measurement of
DAMPE [1].
In Fig. 2, a fit of CALET data with a “double broken

power law” (DBPL) [Eq. (3)] is shown in the energy range
from 60 GeV to 250 TeV:
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FIG. 1. Cosmic-ray helium spectrum measured by CALET
(red markers), compared with previous direct observations
[1,3,7]. The error bars represent only the statistical error; the
gray band represents the quadratic sum of statistical and
systematic error. The light violet colored band shows the
systematic uncertainty of Ref. [1].

FIG. 2. Fit of CALET data with a DBPL function [Eq. (3)]. The
result is consistent with other recent measurements [1] within the
errors. Both statistical and systematic uncertainties are taken into
account [57].
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CALET He

a characteristic energy of the transition to the region of
spectral softening, and Δγ1 is the spectral index variation
observed above E1. Two independent smoothness para-
meters s and s1 are introduced in the energy intervals where
spectral hardening and softening occur, respectively.
CALET data (black filled circles) and associated statistical
errors are shown in Fig. 4 where the red line shows the
best fitted function with parameters γ ¼ −2.83þ0.01

−0.02 ,
s ¼ 2.4þ0.8

−0.6 , Δγ ¼ 0.28þ0.04
−0.02 , E0 ¼ 584þ61

−58 GeV, Δγ1 ¼
−0.34þ0.06

−0.06 , E1 ¼ 9.3þ1.4
−1.1 TeV, and s1 ∼ 30 with a large

error. The χ2 is 4.4 with 20 degrees of freedom.
Figure 5 shows the energy dependence of the spectral

index calculated within a sliding energy window (red
squares). The spectral index is determined for each bin
by a fit to the data including the neighboring#2 bins in the
region below 20 TeVabovewhich the highest two bins have

relatively large errors. Magenta curves indicate the uncer-
tainty band including systematic errors.
As the hardening is very gradual, its onset (around

200 GeV) can be read off directly from Fig. 5. It is followed
by a sharp softening of the flux above ∼9 TeV. The first
spectral transition is found to be parametrized [Eq. (2)] by a
relatively low value of s, while the second (sharper) one
corresponds to a higher value of s1 with a large uncertainty.
Both parameters are left free in the fit. The fitted value of E0

is found to be anticorrelated with the s parameter. We
additionally performed an independent fit to Δγ and Δγ1
with single-power-law functions in three energy sub-
intervals, as shown in the Supplemental Material [67].
They were found to be consistent, within the errors, with
the values obtained with the DBPL fit.
Conclusion.—We have measured the cosmic-ray proton

spectrum covering 3 orders of magnitude in energy from
50 GeV to 60 TeVand characterized two spectral features in
the high-energy CR proton flux with a single measurement
in low earth orbit. Our new data extend the energy interval
of our previous measurement [12] while keeping a good
consistency with our earlier result. Our spectrum is not
consistent with a single power law covering the whole
range: (i) above a few hundred GeV we confirm our
previous observation [12] of a progressive spectral hard-
ening, also reported by CREAM, PAMELA, AMS-02, and
DAMPE; (ii) at energies around 10 TeV we observe a
second spectral feature with a softening starting around
10 TeV. In this energy region the shape of the spectrum is
consistent, within the errors, with the measurement
reported by DAMPE. The results from two independent
CALET analyses, with different efficiencies, were cross-
checked and found in agreement.
Extended CALET operations were approved by

JAXA=NASA=ASI in March 2021 through the end of
2024 (at least). Improved statistics and refinement of the
analysis, with additional data collected during the live time
of the mission, will allow us to extend the proton meas-
urement at higher energies and to reduce the systematic
uncertainties.
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FIG. 4. A fit of the CALET proton spectrum (solid red line)
with a double broken power law (Eq. (1)). The horizontal error
bars are representative of the bin width.
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• CALET: He softening consistent with DAMPE, proton softening is lower (favours A dependence)

PRL 130, 171002 (2023)PRL 129, 101102 (2022)
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Figure 4. p+He spectrum measured with the DAMPE detector (red circles), between 46 GeV and 316 TeV, compared with:
direct measurements of p+He made by ATIC-02 [15], NUCLEON [14] and CREAM [13] (left), and indirect measurements from
ARGO-YBJ+WFCT [41], HAWC [42], KASCADE [43] and EAS-TOP+MACRO [44] (right). Statistical uncertainties (1σ) are
represented by error bars, while the continuous bands represent the systematic uncertainties on the analysis (inner band) and
the total systematic uncertainties (outer band).

DAMPE satellite. The spectrum confirms the hardening
and softening features, with the unprecedented signifi-
cance of 6.6σ. The selection of proton+helium, instead
of individual proton and helium contributions, allows the
collection of additional statistics, thus reaching higher
energies with low background. Consequently, these re-
sults provide a link between direct and indirect cosmic-
ray measurements, exhibiting a good general agreement
among very different techniques, and pointing out devi-
ations from a simple power-law behavior.
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APPENDIX: SUPPLEMENTAL MATERIAL

Efficiency validations

HET and track efficiency

There are four implemented triggers for the DAMPE
detector: the Unbiased Trigger (UNBT), the Minimum
Ionizing Particle Trigger (MIPT), the Low Energy Trig-
ger (LET) and the High Energy Trigger (HET) [31].
These triggers are subject to different pre-scaling factors
depending on the latitude. The UNBT is the least re-
strictive and it is used to estimate the HET efficiency,
which can be calculated as follows:

εHET =
NHET+UNBT

NUNBT
, (4)

where NHET+UNBT is the number of events that pass
both the HET and UNBT triggers. Figure A1 shows
the HET efficiency as a function of the deposited energy
in the BGO for MC simulations and flight data. The
UNBT sample has a pre-scale factor of 1/512 (1/2048)
when the satellite operates in (out of) the geographical

• DAMPE measurement of proton+helium spectrum: 

• profit of larger statistics (compared to individual proton or helium spectrum)

• lower uncertainties of particle identification

• connection with ground based experiments

arxiv:2304.00137v4

Primaries: p + He 

Goes beyond 100 TeV with 
highest data statistics achieved in 

space cosmic ray experiments
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• Intermediate-mass 
primaries like carbon and 
oxygen also confirm 
spectral  hardening

M. Aguilar, L.A. Cavasonza, G. Ambrosi et al. Physics Reports 894 (2021) 1–116

Fig. 76. The AMS measurements of helium (black triangles), carbon (green circles, scaled by 30) and oxygen (red squares, scaled by 28) nuclei fluxes
from ⇠2GV to 3.0 TV multiplied by R̃2.7. For clarity, horizontal positions of the helium and oxygen data points above 400 GV are displaced with
respect to the carbon. R̃ is the spectrally weighted mean rigidity for a flux proportional to R�2.7.

Fig. 77. The dependence of the helium, carbon, and oxygen spectral indices on rigidity. For clarity, the horizontal positions of the helium and oxygen
data points are displaced with respect to carbon. As seen, above 60GV the spectral indices are identical.

59

Physics Reports 894 (2021) 1–116

Primaries: C, O
DAMPE CALET

Shoji Torii 17

Carbon, Oxygen and Boron Energy Spectra

[10 GeV/n, 2.2 TeV/n]

38th ICRC-CALET-HIGHLIGHT TALK

Fitting with double 
power law function

Flux  x E2.7 vs kinetic energy per nucleon [8.4 GeV- 3.8 TeV]

PRL 125 251102 (2020) + CRD4-04 

• C and O fluxes harden in a 
similar way above 200 GeV/n.

• B spectrum clearly different 
from C-O as expected for 
primary and secondary CR.

• The flux hardens more for B 
than for C and O above 200 
GeV/n, albeit with low 
statistical significance.

statistics x 1.8 statistics x 1.１statistics x 1.8

Shoji Torii 17

Carbon, Oxygen and Boron Energy Spectra

[10 GeV/n, 2.2 TeV/n]

38th ICRC-CALET-HIGHLIGHT TALK

Fitting with double 
power law function

Flux  x E2.7 vs kinetic energy per nucleon [8.4 GeV- 3.8 TeV]

PRL 125 251102 (2020) + CRD4-04 

• C and O fluxes harden in a 
similar way above 200 GeV/n.

• B spectrum clearly different 
from C-O as expected for 
primary and secondary CR.

• The flux hardens more for B 
than for C and O above 200 
GeV/n, albeit with low 
statistical significance.

statistics x 1.8 statistics x 1.１statistics x 1.8

EPICS hadronic simulation 
(based on DPMJET-III)

AMS-02

Shoji Torii 17

Carbon, Oxygen and Boron Energy Spectra

[10 GeV/n, 2.2 TeV/n]

38th ICRC-CALET-HIGHLIGHT TALK

Fitting with double 
power law function

Flux  x E2.7 vs kinetic energy per nucleon [8.4 GeV- 3.8 TeV]

PRL 125 251102 (2020) + CRD4-04 

• C and O fluxes harden in a 
similar way above 200 GeV/n.

• B spectrum clearly different 
from C-O as expected for 
primary and secondary CR.

• The flux hardens more for B 
than for C and O above 200 
GeV/n, albeit with low 
statistical significance.

statistics x 1.8 statistics x 1.１statistics x 1.8

Hardening

10 210 310 410
Kinetic Energy [GeV/n]

10

20

30

40

50

60

70]
-1

 s
r

-1
 s

-2
 m

1.
7

 [G
eV

/n
2.

7
 E× 

Φ

Carbon spectrum
CREAM-II [2009]

PAMELA [2014]

NUCLEON [2019]

CALET [2020]

AMS-02 [2023]

DAMPE [Preliminary]

DAMPE Systematics [Analysis]

10 210 310 410
Kinetic Energy [GeV/n]

10

20

30

40

50

60

70]
-1

 s
r

-1
 s

-2
 m

1.
7

 [G
eV

/n
2.

7
 E× 

Φ

Oxygen spectrum
CREAM-II [2009]

NUCLEON [2019]

CALET [2020]

AMS-02 [2023]

DAMPE [Preliminary]

DAMPE Systematics [Analysis]

Carbon          

Oxygen          

Preliminary          

Preliminary          

Noticeable difference in 
spectrum normalisation!



27

Iron is the third most abundant CR after proton and helium at ~TeV (total kinetic energy)

• No hardening in Iron spectrum observed in AMS-02 data 

• CALET data reaching same energise with comparable (to AMS) statistics — still no hardening


Primaries: Fe

Material [25] shows three examples Fe → Cr þ X,
Fe → Siþ X, and Fe → Oþ X; Fig. S4b shows the com-
parison between the simulated and measured Fe survival
probabilities between L1 and L2 in TRD and upper
TOF; Fig. S5 shows the nuclei inelastic cross section of
He, B, C, N, O, Ne, Mg, Si, S, and Fe on a C target
measured by AMS at 15 GV rigidity as a function of nuclei
charge radius [31]. The systematic error due to uncertain-
ties in the evaluation of the inelastic cross section is < 4%
up to 100 GV. Above 100 GV, the small rigidity depend-
ence of the cross section from the Glauber-Gribov model
[24] was treated as an uncertainty and added in quadrature
to the uncertainties from the measured interaction proba-
bilities [30]. Therefore, the corresponding systematic errors
on the Fe flux is < 4% up to 100 GVand rises smoothly to
4.5% at 3 TV.
The rigidity resolution function for Fe has a pronounced

Gaussian core characterized by width σ and non-Gaussian
tails more than 2.5σ away from the center [23]. Figure S6 of
Supplemental Material [25] shows the complete AMS
rigidity resolution function as smearing matrices for the
L1-L8 and L1-L9 configurations. The resolution function
has been verified with the procedures described in detail in
Ref. [27]. The systematic error on the flux due to the
rigidity resolution function was obtained by repeating
the unfolding procedure while varying the width of the
Gaussian core of the resolution function by 5% and by
independently varying the amplitude of the non-Gaussian
tails by 10% [23]. The resulting systematic error on the flux
is less than 1% below 300 GV and smoothly increases to
2.5% at 3 TV.
There are two contributions to the systematic uncertainty

on the rigidity scale [26]. The first is due to residual tracker
misalignment. This error was estimated by comparing the
E=p ratio for electrons and positrons, where E is the energy
measured with the ECAL and p is the momentum mea-
sured with the tracker. It was found to be 1=30 TV−1 [32].
The second systematic error on the rigidity scale arises
from the magnetic field map measurement and its temper-
ature corrections [26]. The error on the Fe flux due to
uncertainty on the rigidity scale is < 1% up to 300 GVand
increases smoothly to 6% at 3 TV.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured Fe flux including statistical and

systematic errors is reported in Table SI of Supplemental
Material [25] as a function of the rigidity at the top of the
AMS detector. Figure 1(a) shows the Fe flux as a function
of rigidity R̃ with the total errors, the sum in quadrature of
statistical and systematic errors. In the figure the points are
placed along the abscissa at R̃ calculated for a flux ∝ R−2.7

[33]. For comparison, Fig. 1(a) also shows our latest results
on the oxygen flux from Refs. [2,34]. To examine the

rigidity dependence of the Fe flux, the variation of the flux
spectral indices with rigidity was obtained in a model
independent way from

γ ¼ d½logðΦÞ&=d½logðRÞ& ð2Þ

over nonoverlapping rigidity intervals bounded by 7.09,
12.0, 16.6, 28.8, 45.1, 80.5, 175.0, and 3000.0 GV. The
results are presented in Fig. 1(b) together with the spectral
index of the oxygen flux from Ref. [34]. As seen from
Fig. 1, above 80.5 GV the iron flux and spectral index
follow the oxygen flux and spectral index, with the iron
flux behavior being consistent with the observed hardening
of the oxygen flux.
Figure 2 shows the AMS iron flux as a function of

kinetic energy per nucleon EK together with earlier
measurements [6,7,9–16]. Data from other experiments
have been extracted using Ref. [35].
To compare the rigidity dependence of the Fe flux with

that of He, C, and O primary cosmic ray fluxes, which have
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FIG. 1. (a) The AMS iron flux (red dots) and oxygen flux
(violet triangles) multiplied by R̃2.7 with total errors as a function
of rigidity. (b) The AMS iron flux spectral index (red dots) and
oxygen flux spectral index (violet triangles) dependence on
rigidity. As seen, above 80.5 GV the rigidity dependence of
the iron flux and spectral index follow the rigidity dependence of
the oxygen flux and spectral index.
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The uncertainties due to the unfolding procedure (3) were
evaluated with different response matrices computed by
varying the spectral index (between −2.9 and −2.2) of the
MC generation spectrum, or by using the Singular Value
Deconvolution method, instead of the Bayesian approach,
in the ROOUNFOLD procedure [53].
A comparison between different MC simulations (4) is in

order as it is not possible to validate the MC simulations
with beam test data at high energy. A comparative study of
key distributions was carried out with EPICS and FLUKA

showing that the respective total selection efficiencies for
Fe are in agreement within 2% over the whole energy range
(Figs. S4 and S5 of the SM [51]). However, the energy
response matrices differ significantly in the low and high
energy regions. The resulting fluxes show a maximum
discrepancy around 10% below 40 GeV=n, a few percent in
the 100 GeV=n region and less than 5% up to 1 TeV=n.
This turns out to be the dominant source of known
systematic uncertainties at low energy.
As the trigger threshold is much smaller than the energy

of a noninteracting iron event, the HE trigger efficiency is
close to 100% in the whole energy range with a negligible
contribution to the systematic error. The fraction of
interactions (Fig. S6 of the SM [51]) in the CHD, and
above it, was checked by comparing the MC data and the
FD as explained in the SM. The contribution due to a
shower event cut, rejecting noninteracting particles (5%
below 30 GeV and < 1% above), was evaluated and
included in the systematic uncertainties.
Possible inaccuracy of track reconstruction could affect

the determination of the geometrical acceptance. The
contamination due to off-acceptance events that are erro-
neously reconstructed inside the fiducial acceptance was
estimated by MC simulation to be ∼1% at 10 GeV=n while
decreasing to less than 0.1% above 60 GeV=n. The
systematic uncertainty on the tracking efficiency is negli-
gible [12]. A different tracking procedure, described in
Ref. [56], was also used to study possible systematic
uncertainties in tracking efficiency. The result is well
consistent with the Kalman filter algorithm.
Additional energy-independent systematic uncertainties

affecting the flux normalization include live time (3.4%),
long-term stability (< 2%), and geometrical factor
(∼1.6%), as detailed in the SM of Ref. [38]. The flux
normalization remains stable within 1% when varying the
background contamination fraction up to !40%. The
energy dependence of all systematic errors for iron analysis
is shown in Fig. S10 of the SM [51]. The total systematic
error is computed as the quadrature sum of all the sources
of systematics in each energy bin.
Results.—The iron differential spectrum in kinetic

energy per nucleon measured by CALET from
10 GeV=n to 2.0 TeV=n is shown in Fig. 2, where current
uncertainties including statistical and systematic errors are
bounded within a green band. The CALET spectrum is

compared with the results from space-based (AMS 02 [34],
HEAO3-C2 [26], CRN [27], NUCLEON [28]) and bal-
loon-borne experiments (Sanriku [29], ATIC-02 [30],
TRACER [32], CREAM-II [33]), as well as ground-based
observations (H. E. S. S. [57]). The CALET iron flux
measurements are tabulated in Table I of the SM [51]
where statistical and systematic errors are also shown. Our
spectrum is consistent with ATIC 02 and TRACER at low
energy and with CNR and HESS at high energy. CALET
and NUCLEON iron spectra have similar shapes while they
differ in the absolute normalization of the flux. The latter
turns out to be higher for CALET than for CRN by ∼10%
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What about DAMPE ? (stay tuned … )


PRL 126, 241101 (2021)

PRL 126, 041104 (2021) CALET Fe

AMS-02 Fe

No hardening in Fe spectrum!
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Hardening also observed secondaries

• What about spectral features in secondary cosmic rays

Secondaries: Li, Be, B

AMS-02

Shoji Torii 17

Carbon, Oxygen and Boron Energy Spectra

[10 GeV/n, 2.2 TeV/n]

38th ICRC-CALET-HIGHLIGHT TALK

Fitting with double 
power law function

Flux  x E2.7 vs kinetic energy per nucleon [8.4 GeV- 3.8 TeV]

PRL 125 251102 (2020) + CRD4-04 

• C and O fluxes harden in a 
similar way above 200 GeV/n.

• B spectrum clearly different 
from C-O as expected for 
primary and secondary CR.

• The flux hardens more for B 
than for C and O above 200 
GeV/n, albeit with low 
statistical significance.

statistics x 1.8 statistics x 1.１statistics x 1.8

CALET
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þM2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5% 0.1 for Li, 8.0% 0.2 for Be, and
10.7% 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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comparison with the alternative analysis based on the FLUKA sim-
ulation. We find that the break energies and the high-energy spec-
tral indices of B/C and B/O are consistent with each other, while the
low-energy spectral index of B/C is slightly harder than that of B/O.
The difference may come from the fact that the carbon spectrum is
softer than the oxygen spectrum below! 100 GeV/n as revealed by
AMS-02 [16] and CALET [27], which may be due to a small sec-
ondary contribution of carbon from oxygen and heavier nuclei.
The corresponding spectral index changes are found to be
Dc ¼ 0:155þ0:026þ0:000

$0:026$0:026 (Dc ¼ 0:207þ0:027þ0:000
$0:028$0:007) for B/C (B/O).

The DAMPE results have far-reaching implications on the prop-
agation of Galactic CRs. The slope parameter d of the diffusion coef-
ficient is predicted to be either 1/3 or 1/2 in the conventional
turbulence theories [4,5]. The detection of spectral hardenings in
the B/C and B/O ratios by DAMPE thus challenges these conven-
tional scenarios. To introduce a spectral break of the diffusion coef-
ficient may be the simplest solution to account for the observations
[28]. We have illustrated in Fig. 2 that the fitting to the pre-DAMPE
data with a single power-law form of the diffusion coefficient,
DðRÞ / Rd with d ¼ 0:477 [29], using the GALPROP model [30]
assuming the convective transportation of CRs, deviates clearly

from the DAMPE high-energy measurements (see the blue dashed
lines). If we add a spectral break at Rbr ¼ 200 GV, with a high-
energy slope dh ¼ 0:2, the model prediction matches well with
the measurements as shown by the red dashed lines. Intriguingly,
the inferred d ¼ 0:477 at rigidities of 6 200 GV is very close to the
prediction of the Kraichnan theory of turbulence [5]. At higher
rigidities, the rigidity dependence of R$0:2 is harder than that
expected by the Kolmogorov theory of turbulence [4]. This devia-
tion may be relieved if a small amount of secondary particles were
generated at the sources (i.e., they experience the same propaga-
tion process and thus give rise to a constant, although small, ratio).
Our findings may thus imply the change of turbulence properties of
the ISM at different scales, e.g., from the magnetized turbulence
(Kraichnan type) at smaller scales to isotropic, stationary hydrody-
namic turbulence (Kolmogorov type) at larger scales.

Alternatively, more complicated propagation or acceleration
effects of CRs may also result in hardenings of the secondary-to-
primary ratios. These models include, but are not limited to, the
nested leaky box propagation model with different energy-
dependence of the residence time in the ISM and the cocoon
regions surrounding the sources [31], the production and acceler-

Fig. 2. Boron-to-carbon (a) and boron-to-oxygen (b) flux ratios as functions of kinetic energy per nucleon. DAMPE measurements are shown by red filled dots, with error bars
and shaded bands representing the statistical and total uncertainties, respectively. The total uncertainties are the sum in quadrature of the statistical and systematic ones. The
blue dashed lines show the fitting results for a GALPROP model with single power-law rigidity dependence of the diffusion coefficient, and the red dashed lines are the results
with a hardening of the diffusion coefficient at 200 GV. In panel (a), other direct measurements by HEAO3 [6] (green circles), CRN [7] (green squares), ATIC-2 [9] (cyan circles),
CREAM-I [10] (cyan squares), TRACER [11] (orange triangles), PAMELA [12] (orange circles), NUCLEON-KLEM [14] (magenta triangles) and AMS-02 [16] (blue squares) are
shown for comparison. In panel (b), the measurements of B/O by HEAO3 [6] (green circles), CRN [7] (green squares), TRACER [11] (orange triangles) and AMS-02 [16] (blue
squares) are shown. For the AMS-02 results [16], we convert the ratios from rigidity to kinetic energy per nucleon assuming an atomic mass number of 10.7 for boron, 12.0 for
carbon, 16.0 for oxygen, and a power-law spectrum of carbon (oxygen) with an index of $2:6. The error bars of TRACER, CREAM-I, PAMELA, and AMS-02 data include both
statistical and systematic uncertainties added in quadrature. For HEAO3, CRN, ATIC-2, and NUCLEON data only the statistical uncertainties are shown.

Table 1
Boron-to-carbon and boron-to-oxygen flux ratios measured with DAMPE, together with 1r statistical and systematic uncertainties.

hEi Emin Emax B/C B/O
(GeV/n) (GeV/n) (GeV/n) ratio' rstat ' rsys ratio' rstat ' rsys

12.5 10.0 15.8 0:1926' 0:0017' 0:0111 0:1882' 0:0025' 0:0119
19.8 15.8 25.1 0:1616' 0:0007' 0:0070 0:1546' 0:0008' 0:0081
31.3 25.1 39.8 0:1373' 0:0006' 0:0061 0:1290' 0:0007' 0:0068
49.7 39.8 63.1 0:1176' 0:0007' 0:0051 0:1084' 0:0008' 0:0057
78.7 63.1 100 0:1015' 0:0010' 0:0044 0:0927' 0:0010' 0:0049
125 100 158 0:0884' 0:0013' 0:0038 0:0803' 0:0012' 0:0042
198 158 251 0:0794' 0:0018' 0:0036 0:0722' 0:0017' 0:0038
313 251 398 0:0730' 0:0025' 0:0033 0:0678' 0:0024' 0:0043
497 398 631 0:0678' 0:0035' 0:0031 0:0652' 0:0034' 0:0041
787 631 1000 0:0624' 0:0048' 0:0034 0:0588' 0:0045' 0:0041
1315 1000 1778 0:0594' 0:0067' 0:0034 0:0529' 0:0059' 0:0039
2339 1778 3162 0:0532' 0:0088' 0:0036 0:0499' 0:0083' 0:0041
4160 3162 5623 0:0470' 0:0125' 0:0038 0:0532' 0:0141' 0:0055
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(Kraichnan type) at smaller scales to isotropic, stationary hydrody-
namic turbulence (Kolmogorov type) at larger scales.

Alternatively, more complicated propagation or acceleration
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dependence of the residence time in the ISM and the cocoon
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Fig. 2. Boron-to-carbon (a) and boron-to-oxygen (b) flux ratios as functions of kinetic energy per nucleon. DAMPE measurements are shown by red filled dots, with error bars
and shaded bands representing the statistical and total uncertainties, respectively. The total uncertainties are the sum in quadrature of the statistical and systematic ones. The
blue dashed lines show the fitting results for a GALPROP model with single power-law rigidity dependence of the diffusion coefficient, and the red dashed lines are the results
with a hardening of the diffusion coefficient at 200 GV. In panel (a), other direct measurements by HEAO3 [6] (green circles), CRN [7] (green squares), ATIC-2 [9] (cyan circles),
CREAM-I [10] (cyan squares), TRACER [11] (orange triangles), PAMELA [12] (orange circles), NUCLEON-KLEM [14] (magenta triangles) and AMS-02 [16] (blue squares) are
shown for comparison. In panel (b), the measurements of B/O by HEAO3 [6] (green circles), CRN [7] (green squares), TRACER [11] (orange triangles) and AMS-02 [16] (blue
squares) are shown. For the AMS-02 results [16], we convert the ratios from rigidity to kinetic energy per nucleon assuming an atomic mass number of 10.7 for boron, 12.0 for
carbon, 16.0 for oxygen, and a power-law spectrum of carbon (oxygen) with an index of $2:6. The error bars of TRACER, CREAM-I, PAMELA, and AMS-02 data include both
statistical and systematic uncertainties added in quadrature. For HEAO3, CRN, ATIC-2, and NUCLEON data only the statistical uncertainties are shown.
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Secondaries harden ~ twice 
more than primaries 

→Hardening is NOT related 
to the cosmic ray source!

Secondary-to-primary ratios: B/C, B/O
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B/C, B/O and C/O  Flux Ratio
B/C flux ratio

PRL 125 251102 (2020) + CRD4-04 

B/O flux ratio C/O flux ratio

• Flux ratios of B/C and B/O are in agreement with AMS02 and  lower than DAMPE result above 

300 GeV/n, although consistent within the error bars.

• C/O flux ratio as a function of energy is in good agreement with AMS-02.

• At E > 30 GeV/n the C/O ratio is well fitted to a constant value 0.90±0.03 with χ2/dof = 8.1/13. 

⇨ C and O fluxes have the same energy dependence.

• At E < 30 GeV/n C/O ratio is slightly softer. 

⇨ secondary C from O and heavier nuclei spallation

Ratios are powerful observable since majority of systematic uncertainties cancel out!

DAMPE B/C
DAMPE B/O

CALET B/C CALET B/O CALET C/O

CR acceleration

CR propagation

No break in primary-primary  
(C/O) ratio, as expected

significance ~5σ 
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of the proton background for DAMPE is estimated to be less than 3% in 
the energy range 50 GeV to 1 TeV (see Table 1). The systematic uncer-
tainties of the flux measurement have been evaluated, with dominant 
contributions from the background subtraction and the instrumental 
effective acceptance (the product of the fiducial instrumental acceptance 
and the particle selection efficiency). More details on the systematic  
uncertainties can be found in Methods.

A spectral hardening at about 50 GeV is shown in our data, in agree-
ment with that of AMS-0214 and Fermi-LAT16. The data in the energy 
range 55 GeV to 2.63 TeV fit much better to a smoothly broken power- 
law model (the fit yields χ2 =  23.3 for 18 degrees of freedom) than to 
a single power-law model (which yields χ2 =  70.2 for 20 degrees of 
freedom). Our direct detection of a spectral break at E ≈  0.9 TeV, with 
the spectral index changing from γ 1 ≈  3.1 to γ 2 ≈  3.9 (see Methods for 
details), confirms the previous evidence found by the ground-based 
indirect measurement of the H.E.S.S. Collaboration17,18. The AMS-02 
data also predict a teraelectronvolt spectral softening with the so-called 
minimal model24. Our results are consistent with the latest CRE spectra  
measured by Fermi-LAT16 in a wide energy range, although the tera-
electronvolt break has not been detected by Fermi-LAT, possibly 
owing to higher particle background contamination and/or lower 
 instrumental energy resolution. We note that the CRE flux measured 
by DAMPE is overall higher than the one reported by AMS-02 for 
energies exceeding 70 GeV. The difference might be due in part to the 
uncertainty in the absolute energy scale, which would coherently shift 
the CRE spectrum up or down. With increased statistics and improved 
understanding of the detector’s performance, more consistent measure-
ments among different experiments may be achieved in the near future.
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Figure 2 | The CRE spectrum (multiplied by E3) measured by DAMPE. 
The red dashed line represents a smoothly broken power-law model that 
best fits the DAMPE data in the range 55 GeV to 2.63 TeV. Also shown are 
the direct measurements from the space-borne experiments AMS-0214  
and Fermi-LAT16, and the indirect measurement by the H.E.S.S. 
Collaboration (the grey band represents its systematic errors apart from 
the approximately 15% energy scale uncertainty)17,18. The error bars  
(± 1σ) of DAMPE, AMS-02 and Fermi-LAT include both systematic and 
statistical uncertainties added in quadrature.

Table 1 | The CRE flux (in units of m−2 s−1 sr−1 GeV−1) with 1σ statistical and systematic errors

Energy range (GeV) 〈E〉 (GeV) Acceptance (m2 ×  sr) Counts Background fraction Φ  (e+ + e−) ±  σstat ±  σsys

24.0–27.5 25.7 ±  0.3 0.256 ±  0.007 377,469 (2.6 ±  0.3)% (1.16 ±  0.00 ±  0.03)× 10−2

27.5–31.6 29.5 ±  0.4 0.259 ±  0.007 279,458 (2.5 ±  0.3)% (7.38 ±  0.02 ±  0.19)× 10−3

31.6–36.3 33.9 ±  0.4 0.261 ±  0.007 208,809 (2.4 ±  0.2)% (4.76 ±  0.02 ±  0.13)× 10−3

36.3–41.7 38.9 ±  0.5 0.264 ±  0.007 156,489 (2.4 ±  0.2)% (3.08 ±  0.01 ±  0.08)× 10−3

41.7–47.9 44.6 ±  0.6 0.266 ±  0.007 117,246 (2.3 ±  0.2)% (2.00 ±  0.01 ±  0.05)× 10−3

47.9–55.0 51.2 ±  0.6 0.269 ±  0.007 87,259 (2.3 ±  0.2)% (1.28 ±  0.01 ±  0.03)× 10−3

55.0–63.1 58.8 ±  0.7 0.272 ±  0.007 65,860 (2.2 ±  0.2)% (8.32 ±  0.04 ±  0.21)× 10−4

63.1–72.4 67.6 ±  0.8 0.275 ±  0.007 49,600 (2.1 ±  0.2)% (5.42 ±  0.03 ±  0.13)× 10−4

72.4–83.2 77.6 ±  1.0 0.277 ±  0.007 37,522 (2.1 ±  0.2)% (3.54 ±  0.02 ±  0.09)× 10−4

83.2–95.5 89.1 ±  1.1 0.279 ±  0.007 28,325 (2.1 ±  0.1)% (2.31 ±  0.01 ±  0.06)× 10−4

95.5–109.7 102.2 ±  1.3 0.283 ±  0.007 21,644 (2.0 ±  0.1)% (1.52 ±  0.01 ±  0.04)× 10−4

109.7–125.9 117.4 ±  1.5 0.282 ±  0.007 16,319 (2.0 ±  0.1)% (1.00 ±  0.01 ±  0.02)× 10−4

125.9–144.5 134.8 ±  1.7 0.286 ±  0.007 12,337 (2.0 ±  0.1)% (6.49 ±  0.06 ±  0.16)× 10−5

144.5–166.0 154.8 ±  1.9 0.287 ±  0.007 9,079 (2.0 ±  0.1)% (4.14 ±  0.04 ±  0.10)× 10−5

166.0–190.6 177.7 ±  2.2 0.288 ±  0.007 7,007 (1.9 ±  0.1)% (2.78 ±  0.03 ±  0.07)× 10−5

190.6–218.8 204.0 ±  2.6 0.288 ±  0.007 5,256 (2.0 ±  0.1)% (1.81 ±  0.03 ±  0.05)× 10−5

218.8–251.2 234.2 ±  2.9 0.290 ±  0.007 4,002 (1.9 ±  0.1)% (1.20 ±  0.02 ±  0.03)× 10−5

251.2–288.4 268.9 ±  3.4 0.291 ±  0.007 2,926 (2.0 ±  0.2)% (7.59 ±  0.14 ±  0.19)× 10−6

288.4–331.1 308.8 ±  3.9 0.291 ±  0.007 2,136 (2.1 ±  0.2)% (4.81 ±  0.11 ±  0.12)× 10−6

331.1–380.2 354.5 ±  4.4 0.290 ±  0.007 1,648 (2.1 ±  0.2)% (3.25 ±  0.08 ±  0.08)× 10−6

380.2–436.5 407.1 ±  5.1 0.292 ±  0.007 1,240 (2.0 ±  0.2)% (2.12 ±  0.06 ±  0.05)× 10−6

436.5–501.2 467.4 ±  5.8 0.291 ±  0.007 889 (2.2 ±  0.2)% (1.32 ±  0.05 ±  0.03)× 10−6

501.2–575.4 536.6 ±  6.7 0.289 ±  0.007 650 (2.2 ±  0.2)% (8.49 ±  0.34 ±  0.21)× 10−7

575.4–660.7 616.1 ±  7.7 0.288 ±  0.007 536 (2.0 ±  0.2)% (6.13 ±  0.27 ±  0.15)× 10−7

660.7–758.6 707.4 ±  8.8 0.285 ±  0.007 390 (2.0 ±  0.2)% (3.92 ±  0.20 ±  0.10)× 10−7

758.6–871.0 812.2 ±  10.2 0.284 ±  0.007 271 (2.3 ±  0.3)% (2.38 ±  0.15 ±  0.06)× 10−7

871.0–1,000.0 932.5 ±  11.7 0.278 ±  0.008 195 (2.3 ±  0.3)% (1.52 ±  0.11 ±  0.04)× 10−7

1,000.0–1,148.2 1,070.7 ±  13.4 0.276 ±  0.008 136 (2.6 ±  0.4)% (9.29 ±  0.82 ±  0.27)× 10−8

1,148.2–1,318.3 1,229.3 ±  15.4 0.274 ±  0.009 74 (3.6 ±  0.5)% (4.38 ±  0.53 ±  0.14)× 10−8

1,318.3–1,513.6 1,411.4 ±  17.6 0.267 ±  0.009 93 (2.2 ±  0.4)% (4.99 ±  0.53 ±  0.17)× 10−8

1,513.6–1,737.8 1,620.5 ±  20.3 0.263 ±  0.010 33 (5.0 ±  0.9)% (1.52 ±  0.28 ±  0.06)× 10−8

1,737.8–1,995.3 1,860.6 ±  23.3 0.255 ±  0.011 26 (5.4 ±  0.9)% (1.07 ±  0.22 ±  0.05)× 10−8

1,995.3–2,290.9 2,136.3 ±  26.7 0.249 ±  0.012 17 (5.8 ±  0.9)% (6.24 ±  1.61 ±  0.30)× 10−9

2,290.9–2,630.3 2,452.8 ±  30.7 0.243 ±  0.014 12 (7.9 ±  1.1)% (3.84 ±  1.20 ±  0.21)× 10−9

2,630.3–3,019.9 2,816.1 ±  35.2 0.233 ±  0.015 4 (18.2 ±  2.5)% (1.03 ±  0.63 ±  0.07)× 10−9

3,019.9–3,467.4 3,233.4 ±  40.4 0.227 ±  0.017 4 (15.4 ±  2.4)% (9.53 ±  5.64 ±  0.70)× 10−10

3,467.4–3,981.1 3,712.4 ±  46.4 0.218 ±  0.018 4 (11.2 ±  2.6)% (9.07 ±  5.12 ±  0.77)× 10−10

3,981.1–4,570.9 4,262.4 ±  53.3 0.210 ±  0.020 3 (11.4 ±  4.0)% (6.15 ±  4.02 ±  0.60)× 10−10

〈 E〉  is the representative value of the energy in the bin, calculated in the same way as in ref. 14.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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background contamination were derived. An independent
analysis based on GEANT4 [26] was performed, and
differences between the MC models are included in the
systematic uncertainties. The GEANT4 simulation employs
the hadronic interaction models FTFP-BERT as the phys-
ics list, while DPMJET3 [27] is chosen as the hadronic
interaction model in the EPICS simulation.
We use the “electromagnetic shower tracking” algorithm

[28] to reconstruct the shower axis of each event, taking
advantage of the electromagnetic shower shape and IMC
imaging capabilities. As input for the electron identifica-
tion, well-reconstructed and well-contained single-charged
events are preselected by (i) an offline trigger confirmation,
(ii) a geometrical condition, (iii) a track quality cut to
ensure reconstruction accuracy, (iv) a charge selection
using CHD, (v) a requirement based on the longitudinal
shower development, and (vi) on the lateral shower con-
sistency with that expected for electromagnetic cascades.
In addition to fully contained events, the events incident

from the IMC sides and exiting through the sides of TASC
are used for analysis above 476 GeV [15]. For events not
crossing the CHD, we use the energy deposit of the first hit
IMC layer to determine their charge. The path length inside
TASC is required to be longer than the vertical depth of
TASC, i.e., 27 radiation lengths. The energy of incident
electrons is reconstructed using an energy correction
function which converts the energy deposit of TASC and
IMC into primary energy for each geometrical condition.
The absolute energy scale was calibrated and shifted by
þ3.5% [14] as a result of a study of the geomagnetic cutoff.
Since the full dynamic range calibration [24] was carried
out with a scale-free method, its validity holds regardless of
the absolute scale uncertainty. The systematic uncertainties
are described in detail in the Supplemental Material [20].
In order to identify electrons and to study systematic

uncertainties in the electron identification, we applied two
methods: a simple two-parameter cut below 476 GeVand a
multivariate analysis above. The latter is based on boosted
decision trees (BDTs) optimized in the energy interval
above (below) 949 GeV, using 13 (9) parameters, respec-
tively. Calculation of event selection efficiencies, BDT
training, and estimation of proton background contamina-
tion are carried out separately for each geometrical con-
dition and combined in the end to obtain the final spectrum.
Considering that the lower energy region is dominated by
systematics in our analysis, and therefore more statistics
would not significantly improve the precision of our data,
only fully contained events are included in the lower energy
region below 476 GeV.
An example of a BDT response distribution in the 754 <

E < 949 GeV bin including all acceptance conditions is
shown in Fig. 1. The BDT response distributions for the
TeV region are shown in Fig. S1 of the Supplemental
Material [20]. In the final electron sample, the contamina-
tion ratios of protons are 5% up to 1 TeV, and less than 10%

in the 1–7.5 TeV region, while keeping a constant high
efficiency of 80% for electrons.
By using the data obtained with the low energy trigger

(1 GeV threshold), the high energy trigger efficiency was
verified, considering only the events observed in the
rigidity cutoff region below 6 GV. Two independent
analyses were carried out by separate groups inside the
CALET Collaboration, using different event selections and
acceptance of the event geometries. The results of the two
analyses are consistent with each other within the errors
over the entire energy region.
Results.—Figure 2 shows the all electron spectrum

obtained in this analysis using the observed events with
statistics increased by a factor 3.4 since the last publication
[15]. The error bars along the horizontal and vertical axes
indicate the bin width and statistical errors, respectively.
The gray band is representative of the quadratic sum of
statistical and systematic errors, using the same definition
as in Ref. [15].
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(not including the uncertainty on the energy scale). Also plotted
are other direct measurements in space [16,29,30] for compari-
son. The enlarged figure is shown in Fig. S4 in the Supplemental
Material [20].
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• ~TeV spectrum becomes sensitive to age/distance of young nearby sources

• Manifest in bumps in spectrum — use spectrum to search for sources!

Systematic errors include errors in the absolute normali-
zation and energy dependent ones. The energy dependent
errors include those obtained from BDT stability, trigger
efficiency in the low-energy region, tracking dependence,
dependence on methods of charge identification and of
electron identification, as well as MC model dependence.
Conservatively, all of them are included in the total error
estimate in Fig. 2, and a breakdown of the contributions
from each source and their specific energy dependence is
given in the Supplemental Material [20]. Utilizing this
additional data, our all-electron spectrum in combination
with the positron-only measurement by AMS-02 can
provide essential information for investigating spectral
features as possible signatures of dark matter and/or
astrophysical sources.
Comparing with other recent experiments in space

(AMS-02, Fermi-LAT, and DAMPE), the CALET spectrum
shows good agreement with AMS-02 data up to 2 TeV. In
the energy region from 30 to 300 GeV, the fitted power-law
spectral index, −3.14! 0.02, is roughly consistent with the
values quoted by other experiments within errors. However,
the CALET spectrum appears to be softer compared to
DAMPE and Fermi-LAT, and the flux measured by CALET
is lower than that seen by DAMPE and Fermi-LAT, starting
near 60 GeV and extending to near 1 TeV, indicating the
presence of unknown systematic effects. Moreover, the flux
in the 1.4 TeV bin of DAMPE’s spectrum, which might
imply a peak structure, is not compatible with CALET
results at a significance level of 4.8σ using the same energy
binning as DAMPE, including all systematic errors from
both experiments. In Fig. S5 [20], we show the CALET all-
electron spectrum in DAMPE’s binning for reference.
In Fig. 3, we fit the differential spectrum in the energy

range from 30 GeV to 4.8 TeV with a smoothly broken

power-law model (blue line) [31]. The model is defined as:
JðEÞ ¼ CðE=100 GeVÞγ½1þ ðEþ EbÞΔγ=s'−s, where Eb is
the break energy, while γ is the power index below Eb and
Δγ is the difference in the power index below and above
Eb. The fitted spectrum steepens from γ ¼ −3.15! 0.01
by Δγ ¼ −0.77! 0.22 at energy Eb ¼ 761! 115 GeV
with the break smoothness parameter (s) fixed to 0.1
which fits our data well, with χ2 ¼ 3.6 and 27 degrees of
freedom (NDF).
A single power-law fit over the same energy range (black

line) gives γ ¼ −3.18! 0.01 with χ2=NDF ¼ 56=29,
which means that a broken power law is favored with
6.9σ significance over a single power law. An exponentially
cutoff power law [30] (green line) with a power index of
−3.10! 0.01 below a cutoff energy of 2854! 305 GeV
fits also our data well, with χ2=NDF ¼ 12=28 and a
significance of 6.6σ over the single power law.
Discussion.—In the following we discuss a possible

interpretation of the CALET energy spectrum over the
whole energy range. We have incorporated the measured
AMS-02 positron flux [29], source and propagation param-
eters suggested in Ref. [32], and results from the numerical
propagation code DRAGON [33] to construct a possible
model that fits the CALET all-electron measurements.
Figure 4 shows the prediction of our example model
compared to the CALET results. The positron flux of
AMS-02 is fitted with contributions from secondaries (red
dashed line) + several pulsars (red dotted line), while the
all-electron flux is fitted with the sum of electron and
positron flux from the pulsars (black dotted line), in
addition to secondariesþ distant SNRs (black dashed line)
with a cutoff at 1 TeV. In this model we follow a hypothesis
that the positron excess is caused by a primary source of

FIG. 3. All-electron spectrum measured by CALET from
10.6 GeV to 7.5 TeV, and the fitted results in the energy range
from 30 GeV to 4.8 TeV, with a broken power law, an
exponentially cutoff power law and a single power law. The
error bars represent statistical and systematic uncertainties except
normalization. See text for the details of the fits by power laws.

FIG. 4. Possible spectral fit over the whole region of CALET
observations, including pulsars and nearby SNR sources as
individual sources, with the Vela SNR dominating in the TeV
region. See details in text.
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Fig. 39. The fit of Eq. (5) (blue line) to the positron flux in the energy range [0.5 � 1000]GeV together with the 68% C.L. interval (blue band). The
exponential cutoff of the source term is determined from the fit to be 810+310

�180 GeV. The red data points represent the measured positron spectrum.
The source term contribution is represented by the magenta area, and the ‘‘diffuse" term contribution by the gray area.

Fig. 40. The projections of the regions of 1� (black contour), 2� (green contour), 3� (blue contour), and 4� (red contour) significance of the 1/Es
measurement onto the plane of parameters 1/Es � Cs .

3� (blue line, 99.74% C.L.), and 4� (red line, 99.99% C.L.) onto the plane of parameters 1/Es � Cs. Detailed analysis shows
that a point where the parameter 1/Es reaches 0 corresponds to the confidence level of 4.07� , i.e., the significance of the
source term energy cutoff is established at more than 4� , or at the 99.99% C.L.

Analysis of the individual components, namely the ‘‘diffuse" term and the source term, is presented in Figs. 41 and 42.
To perform this study we subtract from the data either the source term (in Fig. 41) or the ‘‘diffuse" term (in Fig. 42) using
the parameters of these two terms defined from the fit of Eq. (5) to data. As seen in Fig. 41, the positron ‘‘diffuse" term
data vanish at high energies. At low energies, they are in good qualitative agreement with the galprop model predictions
for the secondary positron spectrum from the collision of ordinary cosmic rays.

The source term data with a sharp drop-off above 284GeV dominates at high energies, as seen in Fig. 42.
The experimental data on cosmic ray positrons show that, at high energies, positrons predominantly originate either

from dark matter annihilation or from other astrophysical sources. As an example, Fig. 43 shows the comparison of AMS
data with a dark matter model based on Ref. [62] with a mass of 1.2 TeV together with the contribution from cosmic ray
collisions [72]. This good agreement needs to be verified with more statistics at high energies.

The study of the rate at which the positron spectrum falls beyond the turning point continues. Fig. 44 shows the current
and projected results for the positron spectrum from AMS through 2028. By then we will have collected 5 million positron
events. With the increase in statistics, we will extend the measurement up to 2TeV, which will enable us to determine
the origin of the positron excess, i.e. to distinguish the dark matter origin of the excess from other, new astrophysical
explanations such as high energy positrons originating from pulsars (see Section 6). It should be noted that we are still
awaiting other astrophysics models that (a) can explain our positron data, (b) can explain our antiproton data (Section 5),
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account when interpreting potential dark matter signals. A pulsar
magnetosphere is awell knowncosmicparticle accelerator. Thedetails
of the acceleration processes are as yet unclear, but electrons are
expected to be accelerated in the magnetosphere, where they induce
an electromagnetic cascade. This process results in electrons and
positrons that can escape into the interstellar medium, contributing
to the cosmic-ray electron and positron components. As the energy
spectrum of these particles is expected to be harder than that of the
secondary positrons, such pulsar-originated positrons may dominate
the high energy end of the cosmic-ray positron spectrum. But because
of the energy losses of electrons and positrons during their propaga-
tion, just oneor a fewnearby pulsars can contribute significantly to the
positron energy spectrum (see, for example, refs 28, 29).

The PAMELA positron data presented here are insufficient to distin-
guish between astrophysical primary sources and dark matter annihila-
tion.However, PAMELAwill soonpresent results concerning the energy
spectra of primary cosmic rays—such as electrons, protons and higher
mass nuclei—that will significantly constrain the secondary production
models, thereby lessening the uncertainties on the high energy beha-
viour of the positron fraction. Furthermore, the experiment is continu-
ously taking data and the increased statistics will allow themeasurement
of the positron fraction to be extended up to an energy of about
300GeV. The combination of these efforts will help in discriminating
between various dark matter and pulsar models put forward to explain
both our results and the ATIC8 results. New important information will
soon come also from the FERMI satellite that is studying the diffuse
Galactic cosmic c-ray spectrum. Pulsars are predominantly distributed
along the Galactic plane, while dark matter is expected to be spherically
distributed as an extended halo and highly concentrated at the Galactic
Centre. The diffuse c-ray spectrum is sensitive to these different geo-
metries. Furthermore, PAMELA ismeasuring the energy spectra of both
electrons (up to ,500GeV) and positrons (up to ,300GeV). These
data will clarify if the ATIC results8 are due to a significantly large
component of pair-produced electrons and positrons (to explain the
high energy ATIC data, the positron fraction should exceed 0.3 above

300GeV), hencepointing toprimary positron sources, or to ahardening
of the electron spectrum with a more mundane explanation.
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Fig. 39. The fit of Eq. (5) (blue line) to the positron flux in the energy range [0.5 � 1000]GeV together with the 68% C.L. interval (blue band). The
exponential cutoff of the source term is determined from the fit to be 810+310

�180 GeV. The red data points represent the measured positron spectrum.
The source term contribution is represented by the magenta area, and the ‘‘diffuse" term contribution by the gray area.

Fig. 40. The projections of the regions of 1� (black contour), 2� (green contour), 3� (blue contour), and 4� (red contour) significance of the 1/Es
measurement onto the plane of parameters 1/Es � Cs .

3� (blue line, 99.74% C.L.), and 4� (red line, 99.99% C.L.) onto the plane of parameters 1/Es � Cs. Detailed analysis shows
that a point where the parameter 1/Es reaches 0 corresponds to the confidence level of 4.07� , i.e., the significance of the
source term energy cutoff is established at more than 4� , or at the 99.99% C.L.

Analysis of the individual components, namely the ‘‘diffuse" term and the source term, is presented in Figs. 41 and 42.
To perform this study we subtract from the data either the source term (in Fig. 41) or the ‘‘diffuse" term (in Fig. 42) using
the parameters of these two terms defined from the fit of Eq. (5) to data. As seen in Fig. 41, the positron ‘‘diffuse" term
data vanish at high energies. At low energies, they are in good qualitative agreement with the galprop model predictions
for the secondary positron spectrum from the collision of ordinary cosmic rays.

The source term data with a sharp drop-off above 284GeV dominates at high energies, as seen in Fig. 42.
The experimental data on cosmic ray positrons show that, at high energies, positrons predominantly originate either

from dark matter annihilation or from other astrophysical sources. As an example, Fig. 43 shows the comparison of AMS
data with a dark matter model based on Ref. [62] with a mass of 1.2 TeV together with the contribution from cosmic ray
collisions [72]. This good agreement needs to be verified with more statistics at high energies.

The study of the rate at which the positron spectrum falls beyond the turning point continues. Fig. 44 shows the current
and projected results for the positron spectrum from AMS through 2028. By then we will have collected 5 million positron
events. With the increase in statistics, we will extend the measurement up to 2TeV, which will enable us to determine
the origin of the positron excess, i.e. to distinguish the dark matter origin of the excess from other, new astrophysical
explanations such as high energy positrons originating from pulsars (see Section 6). It should be noted that we are still
awaiting other astrophysics models that (a) can explain our positron data, (b) can explain our antiproton data (Section 5),
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account when interpreting potential dark matter signals. A pulsar
magnetosphere is awell knowncosmicparticle accelerator. Thedetails
of the acceleration processes are as yet unclear, but electrons are
expected to be accelerated in the magnetosphere, where they induce
an electromagnetic cascade. This process results in electrons and
positrons that can escape into the interstellar medium, contributing
to the cosmic-ray electron and positron components. As the energy
spectrum of these particles is expected to be harder than that of the
secondary positrons, such pulsar-originated positrons may dominate
the high energy end of the cosmic-ray positron spectrum. But because
of the energy losses of electrons and positrons during their propaga-
tion, just oneor a fewnearby pulsars can contribute significantly to the
positron energy spectrum (see, for example, refs 28, 29).

The PAMELA positron data presented here are insufficient to distin-
guish between astrophysical primary sources and dark matter annihila-
tion.However, PAMELAwill soonpresent results concerning the energy
spectra of primary cosmic rays—such as electrons, protons and higher
mass nuclei—that will significantly constrain the secondary production
models, thereby lessening the uncertainties on the high energy beha-
viour of the positron fraction. Furthermore, the experiment is continu-
ously taking data and the increased statistics will allow themeasurement
of the positron fraction to be extended up to an energy of about
300GeV. The combination of these efforts will help in discriminating
between various dark matter and pulsar models put forward to explain
both our results and the ATIC8 results. New important information will
soon come also from the FERMI satellite that is studying the diffuse
Galactic cosmic c-ray spectrum. Pulsars are predominantly distributed
along the Galactic plane, while dark matter is expected to be spherically
distributed as an extended halo and highly concentrated at the Galactic
Centre. The diffuse c-ray spectrum is sensitive to these different geo-
metries. Furthermore, PAMELA ismeasuring the energy spectra of both
electrons (up to ,500GeV) and positrons (up to ,300GeV). These
data will clarify if the ATIC results8 are due to a significantly large
component of pair-produced electrons and positrons (to explain the
high energy ATIC data, the positron fraction should exceed 0.3 above

300GeV), hencepointing toprimary positron sources, or to ahardening
of the electron spectrum with a more mundane explanation.
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Cosmic Rays (gammas, hadrons, neutrinos) Thomas Lohse

deflected. High energy gamma rays and neutrinos, however, are ideal messenger particles which
reach the earth undeflected by magnetic fi elds.

High energy gamma rays are produced in the decay of neutral pions, which are created in
the interaction of cosmic ray protons or nuclei with the ambient medium of the sources. Gamma
rays are relatively easy to detect and gamma ray astronomy is fully established since more than a
decade. However, gamma ray emission by itself does not represent an unambiguous signature for
cosmic rays, which are dominated by protons and nuclei, i.e. hadrons. Electrons and positrons, also
expected to be accelerated to high energies, can as well produce gamma rays by inverse Compton
scattering on the ambient radiation fi elds or, depending on the matter density in the source, by
bremsstrahlung. The separation of hadronic and electronic production of gamma rays is a major
challenge for gamma ray astronomy. In addition, the extragalactic background light makes the in-
tergalactic medium oblique to highest energy gamma rays so that only relatively close-by sources
are observable. This seeming disadvantage offers, however, the possibility to measure these ra-
diation fi elds which are not well known and contain information about galaxy formation in the
evolving universe.

Neutrinos are ideal messenger particles, since they are clearly connected to interaction of high
energy hadrons in which secondary mesons produce neutrinos in their decays. The intergalactic
medium is almost transparent to neutrinos so that sources at very large distances are accessible.
Moreover, while gamma rays may be re-absorbed in the sources, neutrinos allow an unobscured
view into the interior of sources. On the other hand, neutrinos are hard to detect. Neutrino astro-
physics requires the construction of huge detectors exploiting new experimental techniques. While
fully established for gamma rays, neutrino astronomy is still in the development stage.

At energies around the knee and above, fluxes of cosmic rays are too small to be detected by
satellite or balloon experiments. Therefore, ground based detectors with large effective areas have
to be used. The most important experimental techniques for ground based observation of charged
cosmic rays, gamma rays and neutrinos are sketched in Fig. 2. Traditionally, extensive air show-
ers (EAS) induced by cosmic ray hadrons or gamma rays are sampled by surface detector arrays

Instrumented
Water /†Ice

Scintillator
or†Water†ý

P

P

ý-Telescope

ý

Fluorescence
Detector

Hadron-
Detector

Fluorescence

Primary†(Hadron,Gamma)

Air†Shower

Atmospheric Q (4S)

P

Primary Q (4S)

P, e, W

R&D
Radio-Detection
Acoustic-Detection

Figure 2: Sketch of experimental techniques for ground-
based detection of high energy charged cosmic rays, gamma
rays and neutrinos.

consisting of scintillators or water
Cherenkov detectors. Shielded de-
tectors are used to identify muons
from the decay of mesons in hadronic
showers. Additional deep under-
ground water or ice Cherenkov de-
tectors can identify muons of higher
energies. Specialized detectors, like
calorimeters, are used to measure lo-
cal energy fluxes. Showers can also be
measured calorimetrically by collect-
ing the fluorescence light from atmo-
spheric nitrogen, excited by shower
particles, in distant wide angle de-
tectors. Recently, detection of radio
emission from air showers has been
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Extensive Air Shower (EAS) detectors
At ~ PeV and higher energies, flux of CR is not sufficient to observe them directly. 
Instead, interactions in the atmosphere are observed.

• Hadronic showers — most of energy carried away by π0 and π±


π0 → γγ     (electromagnetic component)

π± → μ±ν   (muons, neutrino carry away 10—20% — invisible energy)

Appl. Sci. 2022, 12, 705
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particles feed energy in the shower down in the atmosphere. Therefore, models tuned to
accelerator measurement in the central region are extrapolated to describe the interactions of
CRs.

Nevertheless, this simple toy model predicts the basic features of EAS development. In
the following, the e.m. and hadronic processes will be described separately in more detail.

3.1. Electromagnetic Showers
The main features of an e.m. shower profiles can be described within the simple Heitler’s

toy model of particle cascades [32]. Let us suppose that a particle (electron, positron or photon)
with energy E0 splits its energy equally into two particles after traveling a radiation length X0
in air, and let this process be repeated by the secondaries (see Figure 4).
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per un tempo �t che soddisfi la relazione

�t � h̄/�Ee = h̄/E�. (5.6)

Ma allora l’emissione o il riassorbimento di un fotone di energia E� da
parte di un elettrone all’interno di un intervallo di tempo che soddisfa questa
condizione in principio non è misurabile. Nessuno di questi processi da solo
può rappresentare un fenomeno fisico osservabile.

Figura 5.5: Grafici del secondo ordine in �: in alto, di�usione e�e� ; in basso
di�usione e+e�.

Per avere un processo osservabile, bisogna considerare grafici al secondo
ordine in �, come quelli della figura 5.5, dove una particella virtuale emessa (o
assorbita) nel primo vertice viene assorbita (o emessa) nel secondo. In questo
caso tutte le particelle che entrano o escono dal diagramma sono reali (ossia
hanno la massa invariante che compete loro, sono on mass-shell). Notiamo
anche che due grafici che hanno lo stesso stato iniziale e lo stesso stato finale
(nella figura, i due grafici della di�usione e+e� ! e+e� che coinvolgono lo
scambio, rispettivamente, di un fotone di tipo spazio e uno di tipo tempo)
sono indistinguibili dal punto di vista della meccanica quantistica (il fotone
non è osservabile) e devono quindi essere sommati tra loro per il calcolo della
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Figure 4. Schematic view of an e.m. cascades (a), and of a hadronic shower (b). In the hadron shower,
dashed lines show p0 which do not re-interact but decay, producing e.m. sub-showers.

Let X describe the depth in the atmosphere and define the depth at which the average
CR starts interactions with the atmosphere to be X = 0 g/cm2. After n radiation lengths, we
obtain a particle cascade which has evolved into N = 2n particles of equal energy E = E0/N.
Multiplication stops when the energies of the particles are too low for pair production or
bremssthralung. This energy is the critical energy #em

c in the air (⇡80 MeV, below which the
collisional energy losses are dominant).

The maximum number of particles Nmax is reached at this moment, when all particles
have the same energy #em

c , E0 = #em
c · Nmax. The depth Xmax at which the shower reaches the

maximum size is Xmax = nmax · X0, where nmax is the number of radiation lengths required for
the primary energy to be reduced to #em

c .
Since Nmax = 2nmax , we have

nmax = ln
✓

E0
#em

c

◆
· 1

ln 2
(2)

so that

Xem
max =

X0
ln 2

· ln
✓

E0
#em

c

◆
. (3)

Finally, it is interesting to estimate the elongation rate L, that is, the rate of increase of Xmax
with the primary energy. From the relation (3), we have

Lem =
d Xmax

d log10 E0
= 2.3 · X0 = 85 g/cm2 per decade of energy. (4)

This simple model predicts two basic features of e.m. shower development:

• Nmax increases proportional to the primary energy E0, Nmax = E0
#em

c
.
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Figure 2. Example of a typical air shower array (Tibet ASg experiment located at the YangBaJing Cosmic
Ray Observatory in Tibet (P.R. China) 4300 m asl).

On general grounds, the instrumented area A determines the rate of high energy events
recorded, that is, the maximum energy via limited statistics. The grid distance d determines
the low energy threshold (small energy showers are lost in the gap between detectors) and

Tibet ASγ

arXiv:2202.11618v1
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Extensive Air Shower (EAS) detectors
Secondary observables used to determine shower energy (E) and cosmic ray particle mass (A)

• Nmax — shower size (total number of particles) — most direct probe of energy

• Xmax —shower depth in the atmosphere


12 30. Cosmic Rays

has developed sophisticated simulation packages such as AIRES [115] and CORSIKA [117] to pre-
dict EAS observables as a function of primary energy and mass. These programs adopt models
of hadronic interactions such as SIBYLL [118], QGSJET [119] and EPOS [120], tuned to a large
data set including recent LHC data. Inferring fundamental properties of the primary particle ini-
tiating the shower, most notably its mass, requires the use of these air shower simulations. Large
uncertainties remain, both due to theoretical limitations and the lack of data from existing collider
experiments. A toy model to describe electromagnetic showers is due to Heitler [121], while for
hadronic showers a model was developed by Matthews [122]. These oversimplified models shed light
on the relation between the main shower observables and the nature of the primaries and predict
that for the electromagnetic component, Nmax Ã E; Xmax Ã log E and Xmax Ã log A≠1 with A
the mass number of the primary nucleus; while for the muonic component, Nµ Ã A(1≠—)E— with
— ƒ 0.85...0.95. These important features of air showers constitute the basis for the identification
of the primary particle with EAS (see next section). Similar features are also obtained in detailed
Monte Carlo simulations of EAS development (Fig. 30.6), and have been observed experimentally.

Shower detection and cosmic-ray reconstruction. EAS have been detected with several
techniques. Arrays of conventional particle detectors such as scintillators, water-Cherenkov stations
or underground muon detectors, measure the lateral distribution of the shower front at ground, i.e.,
at a fixed depth. Due to the low cosmic-ray intensity especially at EeV energies (Figs. 30.1 and
30.7), the particle detectors are spread over large areas to compensate for the low flux, separated by
distances that range from hundreds of meters to above 1 km. From the times at which the shower
front hits several of these particle detectors, the arrival direction of the cosmic ray is measured
with an accuracy typically better than ≥ 1¶. Shower arrays measure a shower size parameter,
proportional to the number of secondary particles, that can be related to the energy E of the pri-
mary particle. With several types of detectors working together, it becomes possible to e�ectively
separate the electromagnetic and muonic components of the shower, thereby providing an estimate
of the mass of the primary. The main arrays of particle detectors for EAS observation currently
in operation are the surface detector of water-Cherenkov stations of the Pierre Auger Observatory
in Argentina [123] spread over a total area of ≥ 3000 km2, and the Telescope Array (TA) of scin-
tillators in USA (≥ 700 km2) [124]. They typically work with almost 100% duty cycle and have
measured many properties of the cosmic-ray flux (see next section).

Other arrays can measure the radiation emitted when the shower develops in the atmosphere,
namely, optical Cherenkov radiation, fluorescence light, or radio emission in the MHz to GHz fre-
quency range. Cherenkov detectors measure the forward-beamed incoherent emission at optical
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on the chemical composition of the primary particles; and,
second, the interaction models used in an air-shower calcu-
lation are based on extrapolations from accelerator ener-
gies using some phenomenological models such as
QGSJET and SIBYLL, and sometimes different models
lead to different conclusions. Therefore, it is important to
minimize the dependence of the energy estimation on the
chemical composition and the interaction model depen-
dence in the observed characteristics. For the study of the
knee energy region (1015–1016 eV), the former dependence
is large in the case of observation at sea level, but it can
be reduced by observing air showers at high mountain alti-
tude. Fig. 1 shows the development of the number of
shower electrons induced by primary proton and iron as
a function of the atmospheric depth calculated by the
QGSJET interaction model. The difference between the
shower sizes by primary proton and iron becomes smaller
with decreasing atmospheric depth until the two lines meet.
Furthermore, the fluctuation of the shower size is also min-
imized near the shower maximum.

Solving the problem of the interaction model depen-
dence is more difficult at present, lacking the sufficient
knowledge of the hadronic interactions at very high ener-
gies. The uncertainty of the conclusions due to the interac-
tion model dependence should be investigated by extensive
simulations. The approach used in the Tibet experiment is
to observe air showers at a level near maximum develop-
ment and to detect high-energy particles at the air-shower
core, the features of which reflect the primary mass. The
detector used is a hybrid system comprising an air-shower
array (AS) and core detectors using emulsion chambers
(EC) and burst detectors (BD). When light primaries (pro-
tons and helium) have a deep first interaction point in the
atmosphere, shower particles of the energy beyond TeV
can still survive at mountain altitude with a given probabil-
ity that can be calculated by MC. Therefore, tagging an
event accompanied by a TeV-core naturally enriches the

light primary events. The Artificial Neural Network
(ANN) is used to reject contamination of events induced
by heavier nuclei from a selected dataset. The characteris-
tics of this experiment are as follows:

(1) Event by event selection of the air showers induced
by light primaries can be made triggering the high-
energy core (>TeV).

(2) The shower size and the age parameter can be mea-
sured accurately using the lateral density fitting
method because the shower axis is determined within
an accuracy of 1 m.

(3) The conversion factor from the shower size to the pri-
mary energy can be calculated with less ambiguity for
the chemical composition because triggered events
are mostly due to light primaries.

On the other hand, the difficulty in this method is that
the efficiency of TeV-core generation is low and it is energy
dependent. Therefore statistics are limited, and one needs a
large efficiency correction to obtain a primary spectrum
through MC calculation. Therefore the result is also depen-
dent on the hadronic interaction model at the very forward
region of the center of momentum system of the hadronic
interactions, which is responsible for the high-energy parti-
cles in the air-shower core. As the magnitude of such model
dependency is key for this experiment, an extensive MC
simulation is made for the data analysis.

This paper summarizes the results of the Tibet experi-
ment on the study of the knee, which was carried out in
two phases. In Section 2, the Tibet air-shower array and
the core detectors are described. The result of Phase I
experiment (1996–1999) is summarized in Section 3, in
which the proton and helium spectra around the knee were
obtained individually. The Phase II experiment (2002–
2005) was carried out to confirm the result of Phase I with
higher statistics by adjusting the design of the core detec-
tors, from which we obtained new result on the pro-
ton + helium spectrum as described in Section 4. In the
last section, Section 5, we discuss the chemical composition
around the knee inferred from these results and discuss the
next phase experiment to measure the heavy component
explicitly around the knee using a new core detector YAC.

2. Tibet air-shower array and core detectors

The first Tibet AS array (Tibet-I) was constructed in
1990, and used 65 plastic scintillation detectors of 0.5 m2

placed on a lattice with 15 m spacing, located at Tibet
Yangbajing (4300 m above sea level) (Amenomori et al.,
1992). This array was gradually expanded into the Tibet-
II (1994) and Tibet-III (1999) arrays. The current array
consists of 761 fast timing (FT) counters, surrounded by
28 density (D) counters. In the innermost 36,900 m2, the
FT counters are deployed at 7.5 m lattice intervals. The
AS array is used to measure the energy and arrival direc-
tion of each air shower. The primary energy of each event

Fig. 1. Average transition curves of shower-electron size induced by
proton and iron nuclei for a vertical incidence calculated by Monte Carlo
simulation using the QGSJET interaction model.
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• Increasing contribution of heavy cosmic rays (C-Fe) after few PeV (IceCube, KASCADE)

• Indicates exhaustion of galactic cosmic-ray accelerators
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of an astrophysical component. The origin of such neutrinos is still unknown and current
experimental uncertainties do not allow to draw clear conclusions [71].

410 510 610 710 810 910
(E/GeV)

10
log

210

310

410

)
-1

sr
-1 s

-2
m

1.
6

 (G
eV

Ω
dA

dt
d

Ed
dN

 × 
2.

6
E

ARGO-YBJ (p+He) 2015

ARGO-YBJ (p+He) 2016

ARGO-WFCTA (p+He) 2015

KASCADE-Grande QGSJetII.0.4 (p+He) 2015

KASCADE-Grande QGSJetII.0.4 (C-Fe group) 2015

G
. D

i S
cia

sc
io

 2
02

1

 

Figure 9. The energy spectra of the light component measured by ARGO–YBJ compared to the light and
heavy components measured by KASCADE–Grande.

6. What’s Next
The experimental situation in the 100 TeV–100 PeV energy region must be clarified to

solve the longstanding problem of the origin of the knee and to give solid foundations to CR
models up to the highest observed energies. A new experiment, able to measure, at the right
altitude and with high statistics, the elemental composition exploiting the techniques used so
far in different apparatus, is mandatory to investigate the unknown uncertainties affecting the
results so far obtained by shower arrays.

The only experiment that meets these requirement is LHAASO, a new multi-component
array developed starting from the experience of the high altitude experiment ARGO-YBJ. The
apparatus is located at high altitude (4410 m asl, 600 g/cm2) in the Daochen site, Sichuan
province, P.R. China. LHAASO is expected to measure the energy spectrum, the elemental
composition and the anisotropy of CRs in the energy range between 1012 and 1017 eV [11,
12,72,73]. The experiment is constituted by a 1 km2 dense array of plastic scintillators and
muon detectors. At the center of the array a 300 ⇥ 300 m2 water Cherenkov facility will allow
the detection of TeV showers. An array of 18 wide field of view Cherenkov telescopes will
image the longitudinal profile of events. Neutron monitors will study the hadronic component
in the core of air showers. LHAASO will study CR physics with different detectors and
techniques starting from the TeV range, thus overlapping direct measurements in a wide
interval. In Tables 1 and 2 the characteristics of the LHAASO-KM2A array are compared with
other experiments. As can be seen, LHAASO will operate with a coverage of ⇠0.5% over a
1 km2 area. The sensitive area of muon detectors is unprecedented (more than 40,000 m2),
about 17 times larger than the CASA-MIA experiment, with a coverage of about 5% over
1 km2. For the first time the Ne/Nµ correlation will be studied at high altitude with high
statistics. This suite of independent instruments will also allow a deep investigation of the
characteristics of the hadronic interaction models. The capability of hybrid measurements with
Cherenkov telescopes operated in combination with a shower array have been demonstrated
by the ARGO-YBJ measurement of the light component energy spectrum.
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FIG. 25. Comparison of the all-particle and composition spectra of the four elemental groups H, He, O and Fe from this analysis
using Sibyll 2.1 (black) with other experiments. The data set for the all-particle spectra are taken from Tibet [42], Tunka [43],
Yakutsk [44], Tale [45], Hires [46] and Telescope Array [47]. The Kascade [48] results are using a 5 component fit of H, He,
CNO, MgSi and Fe groups using Sibyll 2.1. Therefore only the H and He spectra are compared directly as the other groups are
strongly correlated. Kascade-Grande [49] results are using a 3 component fit of H, HeCNO and Heavy groups using Sibyll 2.3.
Therefore only the H and Heavy spectra are compared, as the HeCNO group cannot be deconvoluted into a He and CNO
part. The Tunka [50] results are using a 4 component fit of H, He, N and Fe groups using QGSJET II-04. The Pierre Auger
Observatory [51] results are calculated by using their published elementary group fraction for H, He, N and Fe using Sibyll 2.3
convoluted with their most recent energy spectrum. Note that differences in how different experiments handle intermediate
elements (not one of the four groups used here) may lead to some small systematic differences in flux measurements between
different experiments.

fect is the uncertainty of the snow coverage over the
tanks. The composition analysis results presented here
are significantly improved from previously published re-
sults, which included only one month of data taken with
a partly completed array [6, 27]; however, the present re-
sults are still limited by the amount of data on hand, the
systematic uncertainty due to detector effects (particu-
larly the light yield in the ice), and the dependence on the
choice of hadronic interaction model used for the simula-
tions. For future analyses, we plan to include more years

of experimental data, to simulate more intermediate el-
ements, to investigate new composition-sensitive param-
eters currently under development, and to incorporate
results from new internal studies to reduce the detector
systematic uncertainties. These updates will improve the
precision of both analyses, and enable the extension of
the analyses to higher and lower energies. Furthermore,
the analyses presented here are well-suited to capitalize
on future extensions to the IceCube Neutrino Observa-
tory [52].
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• After 100 PeV, the composition becomes lighter indicating of Extragalactic origin
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Figure 2: Results of the fit to the spectrum and composition data in terms of five Galactic compo-
nents and an extragalactic one. Plots on the left correspond to the fit to Xmax data from Tunka
and Yakutsk, while those on the right to the fit to Auger data. Plots on the top adopt Sibyll
2.3 hadronic interactions, those in the middle EPOS-LHC ones and those in the bottom are for
QGSJet II-04.
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3 Composition from the depth of shower maximum

In order to exploit the composition information contained in the depth of shower-maximum mea-
surements one needs to adopt a reference hadronic model to compare the observed values of 〈Xmax〉
with the expectations for different CR compositions. We show in the right panel of Fig. 1 the mea-
sured 〈Xmax〉 as well as the predictions for hydrogen and iron primaries obtained with the models
Sibyll 2.3, EPOS-LHC and QGSJet II-04. It is clear that the CR masses that would be required to
account for the observations will depend on the model considered, with Sibyll leading to the heavi-
est inferred masses while QGSJet leading to the lowest values. It proves convenient to parameterize
the model predictions according to

XA
max = XA

0 +DA(E) log(E/EeV), (3)

with
DA(E) = DA

0 +DA
1 log(E/EeV). (4)

Model XH
0 DH

0 DH
1 XFe

0 DFe
0 DFe

1

Sibyll 2.3 762.6± 0.6 58.1± 0.3 −0.5± 0.2 659.3± 0.7 63.2± 0.4 −2.8± 0.2
EPOS-LHC 748.5± 0.6 57.4± 0.3 −0.9± 0.2 649.9± 0.5 63.3± 0.3 −2.6± 0.1

QGSJet II-04 733.7± 0.5 54.9± 0.2 −0.2± 0.1 637.9± 0.7 59.8± 0.4 −2.9± 0.2

Table 1: Coefficients of the fits to the 〈Xmax〉 vs. logE dependence in eqs. (3) and (4) for different
hadronic models and for H and Fe CR primaries. All the coefficients are in units of g/cm2.

We report in Table 1 the values for the different coefficients obtained by fitting the model
predictions in the range between 1 PeV and 100 EeV, both for hydrogen and iron primaries. The
agreement between these approximate expressions and the simulation results turn out to be quite
good. One can then obtain an estimation of the average of the logarithm of the mass number of
the CRs, 〈lnA〉, from the measured average of the depth of shower maximum through the direct
interpolation5

〈lnA〉 $ ln 56
XH

max(E)− 〈Xmax〉

XH
max(E)−XFe

max(E)
. (5)

We will assign to the extragalactic component just an average value of the logarithm of the
mass number, 〈lnA〉xg, to be determined from the fit to the experimental measurements together
with all the other parameters appearing in the model. With the available data below 1 EeV it is
not possible to obtain more details on the composition of the extragalactic component. Note that
the composition measurements at few EeV suggest that at these energies the CRs, for which the
extragalactic contribution is dominant, should be light. Moreover, if the low energy suppression of
the extragalactic component is due to a magnetic horizon effect, one could expect that below the
EeV the extragalactic component should remain quite light because the heavier components would
be more strongly suppressed.

The expected value for 〈lnA〉 for the fitted model is then

〈lnA〉exp =
1

dΦtot/dE

[

∑

A

dΦA
G

dE
lnA+

dΦxg

dE
〈lnA〉xg

]

, (6)

where Φtot = ΦG + Φxg.
A delicate issue regarding the Xmax determinations is that the results from Auger and those

from Yakutsk or Tunka are dissimilar in the overlapping energy range (even after accounting for
the shift in the energy calibration of each experiment). The differences typically amount to 30 to
40 g/cm2, which would reflect into a change in 〈lnA〉 of order unity. The uncertainties displayed
in the figure are the statistical ones, while the systematic ones amount to about 10 g/cm2 in
Auger [22], to about 15–55 g/cm2 in Yakutsk [21] and 20–40 g/cm2 in Tunka [8]. These systematic
uncertainties may in principle allow to make the results more compatible. In the following we will
then consider separately the results from Auger and those from Yakutsk and Tunka so as to also
understand the possible impact of these systematic effects on the conclusions reached.

5The scaling relation between lnA and 〈Xmax〉 is expected from the approximate logarithmic growth of Xmax

with energy and the superposition model for the interaction of CR nuclei.
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Figure 2: Results of the fit to the spectrum and composition data in terms of five Galactic compo-
nents and an extragalactic one. Plots on the left correspond to the fit to Xmax data from Tunka
and Yakutsk, while those on the right to the fit to Auger data. Plots on the top adopt Sibyll
2.3 hadronic interactions, those in the middle EPOS-LHC ones and those in the bottom are for
QGSJet II-04.
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Figure1:Two-dimensionalrelativeintensitymapintheequatorialcoordinatesystemof5TeVgalacticcosmicrays
observedbytheTibetair-showerexperiment.
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Figure2:(a)ThesiderealdailyvariationobservedbytheTi-
betexperimentat6.2TeVfromDecember2001toNovember
2003.Thebest-fitfunctionwiththreeFouriercomponentsis
shownbytheblackline.(b)Theanti-siderealdailyvariation
observedbytheTibetexperimentat6.2TeVfromDecem-
ber2001toNovember2003.Thebest-fitsinusoidalcurveis
shownbytheblackline.
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Figure3:TimedependenceofthemaximumdepthofLoss-
ConeobservedbytheTibetexperimentat4.4,6.2,12TeV
(a)andtheMatsushiroundergroundmuonobservatoryat
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Cosmic-Ray Anisotropy in IceCube 9

Figure 6. Relative intensity maps in equatorial coordinates for the energy bins described in Section 3.2. The median energy of the data
shown in each map is indicated in the upper left. Maps have been smoothed with a 20� smoothing radius. The final three maps are shown
on a di↵erent relative intensity scale. The map at 1.6PeV in the lower left panel is based on IceTop data. All other maps show IceCube
data.

four main categories with increasing mass number as de-
scribed in the caption. The simulation indicates that the
data set recorded by IceTop is composed of 34% pro-
tons and 12% heavy elements. At a comparable median
energy, in the second-highest energy bin, the data set
recorded by IceCube is composed of 24% protons and
21% heavy elements. The reason for the discrepancy is
the fact that at this median energy, the e�ective area
of IceTop for iron showers is still smaller than for pro-
ton showers. Iron primaries start interacting higher in
the atmosphere than proton primaries, so iron and pro-
ton showers are at di�erent stages of development when

reaching the detector altitude. The probability to reach
the detector altitude and trigger at low energy is there-
fore smaller for iron showers than for proton showers. If
the anisotropy is predominantly caused by protons, the
lighter composition of the IceTop data could lead to a
stronger dipole amplitude.
The IceCube and IceTop sky maps also show di�erent

structures in other parts of the maps, but as indicated
in Fig. 7, most of these structures are not statistically
significant, especially near the edge of the field of view.
The large structure with a significance of approximately
5� between 300� and 360� in right ascension and �30�

Figure 4: Anisotropy maps of CRs observed at different energies by IceCube and IceTop [45]. The maps are inferred

from 3.2 ⇥ 1011 CR events observed over a period of six years. The median energy of the data bins range from 13 TeV

to 5.4 PeV as indicated in the panels. The observable zenith range limits the field of view to declinations � . 25� for

IceCube and � . 35� for IceTop (lower left panel).
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Figure 1: Combined CR anisotropy of Tibet-AS� [44, 45] and IceCube [46] in the equatorial coordinate system. The

Tibet result (units of 2⇥ 10�3) is reconstructed from 4.9⇥ 1010 events observed over nine years with a median energy of

5 TeV. The declination range �10� . � . 70� reflects the location of the Tibet array at 30� North and an effective zenith

range ✓ < 40�. The IceCube result (units of 10�3) is inferred from 3.2⇥1011 CR events observed over a period of six years

and has a larger median energy of 13 TeV. The observable zenith range limits the FOV to declinations � . �25�. Note

that the anisotropy map of IceCube is smoothed with a top-hat kernel with radius of 10�, which explains the absence of

smaller features visible in the Tibet map.

issues. Explanations put forward for the small–scale anisotropies will be covered in Sec. 4 and we will

put emphasis on the attractive suggestions that the specific realization of the local turbulent magnetic

field can be the source of the small–scale anisotropies. We summarize and provide an outlook in Sec. 5.

2. Observation

The anisotropy of CR arrival directions is typically defined as the relative intensity of CRs as a

function of arrival direction. If �iso denotes the isotropic average of the CR flux �(n) from the arrival

direction parametrized by a unit vector n, then the relative intensity I can be defined as

I(n) ⌘
�(n)

�iso
⌘ 1 + �I(n) . (1)

There is some confusion in the literature, whether I or its residual �I should be called relative intensity.

In this review we will denote �I as the anisotropy, but note that some of the figures extracted from

various experimental publications might use a different convention.

Without loss of generality, we will discuss the CR anisotropy in the equatorial coordinate system

parametrized by right ascension ↵ 2 [0, 360�] and declination � 2 [�90�, 90�]. The Earth’s equator

4
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Figure1:Two-dimensionalrelativeintensitymapintheequatorialcoordinatesystemof5TeVgalacticcosmicrays
observedbytheTibetair-showerexperiment.
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Figure2:(a)ThesiderealdailyvariationobservedbytheTi-
betexperimentat6.2TeVfromDecember2001toNovember
2003.Thebest-fitfunctionwiththreeFouriercomponentsis
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observedbytheTibetexperimentat6.2TeVfromDecem-
ber2001toNovember2003.Thebest-fitsinusoidalcurveis
shownbytheblackline.
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Figure 6. Relative intensity maps in equatorial coordinates for the energy bins described in Section 3.2. The median energy of the data
shown in each map is indicated in the upper left. Maps have been smoothed with a 20� smoothing radius. The final three maps are shown
on a di↵erent relative intensity scale. The map at 1.6PeV in the lower left panel is based on IceTop data. All other maps show IceCube
data.

four main categories with increasing mass number as de-
scribed in the caption. The simulation indicates that the
data set recorded by IceTop is composed of 34% pro-
tons and 12% heavy elements. At a comparable median
energy, in the second-highest energy bin, the data set
recorded by IceCube is composed of 24% protons and
21% heavy elements. The reason for the discrepancy is
the fact that at this median energy, the e�ective area
of IceTop for iron showers is still smaller than for pro-
ton showers. Iron primaries start interacting higher in
the atmosphere than proton primaries, so iron and pro-
ton showers are at di�erent stages of development when

reaching the detector altitude. The probability to reach
the detector altitude and trigger at low energy is there-
fore smaller for iron showers than for proton showers. If
the anisotropy is predominantly caused by protons, the
lighter composition of the IceTop data could lead to a
stronger dipole amplitude.
The IceCube and IceTop sky maps also show di�erent

structures in other parts of the maps, but as indicated
in Fig. 7, most of these structures are not statistically
significant, especially near the edge of the field of view.
The large structure with a significance of approximately
5� between 300� and 360� in right ascension and �30�

Figure 4: Anisotropy maps of CRs observed at different energies by IceCube and IceTop [45]. The maps are inferred

from 3.2 ⇥ 1011 CR events observed over a period of six years. The median energy of the data bins range from 13 TeV

to 5.4 PeV as indicated in the panels. The observable zenith range limits the field of view to declinations � . 25� for

IceCube and � . 35� for IceTop (lower left panel).
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Figure 1: Combined CR anisotropy of Tibet-AS� [44, 45] and IceCube [46] in the equatorial coordinate system. The

Tibet result (units of 2⇥ 10�3) is reconstructed from 4.9⇥ 1010 events observed over nine years with a median energy of

5 TeV. The declination range �10� . � . 70� reflects the location of the Tibet array at 30� North and an effective zenith

range ✓ < 40�. The IceCube result (units of 10�3) is inferred from 3.2⇥1011 CR events observed over a period of six years

and has a larger median energy of 13 TeV. The observable zenith range limits the FOV to declinations � . �25�. Note

that the anisotropy map of IceCube is smoothed with a top-hat kernel with radius of 10�, which explains the absence of

smaller features visible in the Tibet map.

issues. Explanations put forward for the small–scale anisotropies will be covered in Sec. 4 and we will

put emphasis on the attractive suggestions that the specific realization of the local turbulent magnetic

field can be the source of the small–scale anisotropies. We summarize and provide an outlook in Sec. 5.

2. Observation

The anisotropy of CR arrival directions is typically defined as the relative intensity of CRs as a

function of arrival direction. If �iso denotes the isotropic average of the CR flux �(n) from the arrival

direction parametrized by a unit vector n, then the relative intensity I can be defined as

I(n) ⌘
�(n)

�iso
⌘ 1 + �I(n) . (1)

There is some confusion in the literature, whether I or its residual �I should be called relative intensity.

In this review we will denote �I as the anisotropy, but note that some of the figures extracted from

various experimental publications might use a different convention.

Without loss of generality, we will discuss the CR anisotropy in the equatorial coordinate system

parametrized by right ascension ↵ 2 [0, 360�] and declination � 2 [�90�, 90�]. The Earth’s equator

4
arXiv:1612.01873v1Figure 2: Equatorial map of small–scale anisotropies of CRs (top) and their significance (bottom) observed by HAWC [39]

after removal of dipole, quadrupole, and octupole features (see Section 2.2) and after smoothing with a top hat kernel

with radius of 10�. The observation is based on 4.9 ⇥ 1010 CR events observed over a period of 113 days with median

energy of 2 TeV. Because of HAWC’s location at a latitude of � ' 19� and the zenith cut of 45� the time–integrated FOV

is limited to �26� . � . 64�.

projected onto the sky is located at � = 0� and the meridian ↵ = 0� intersects the equator at the

location of March equinox, i.e. the location of the Sun as it passes through the equatorial plane from

South (� < 0�) to North (� > 0�). A unit vector in the equatorial coordinate system can be defined via

n(↵, �) = (cos↵ cos �, sin↵ cos �, sin �) , (2)

where the direction of geographic North defines � = 90�. As we will explain in more detail at the end

of this section, the equatorial system is the natural coordinate system of ground–based astronomy.

To set the stage and without going into the details of the experimental techniques employed, we

consider the a combined CR anisotropy map of Tibet-AS� [39] and IceCube [46] shown in Fig. 1. In

the case of Tibet, the anisotropy is inferred from 4.9⇥ 1010 CR events observed during nine years with

5

• CR are mostly isotropic, anisotropies are 10-3  to 10-4 

• Large-scale (dipole) expected from diffusive propagation: gradient due to CR source variation

• Small-scale anisotropies (~10°) NOT predicted by standard diffusive theory


→ Likely attributed to specific realisation of the turbulent magnetic field in our Galactic neighbourhood.

HAWC  
Harmonic/Fourier decomposition: 
donated by leading harmonics 
(dipole, quadrupole,..)

Small-scale  
(after subtracting dipole)

Cosmic Ray anisotropy
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Conclusions …
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Cosmic Rays - very broad and active field!  
Impossible to summarise here, some (biased) thoughts: 

• Space: 
• Things because complicated with the raise of direct measurements 
• Breaks as an indication of “new” physics in cosmic rays 

— non-linear plasma effects 
— era of first probes of individual accelerators!  
— tantalising features in anti-matter 

• Direct measurements approach PeV frontier — highest CR energies in the Galaxy 

• Ground: 
• Large uncertainties (energy, tentative composition) 
• Knee — shift of CR composition towards heavy elements 
• Light elements taking over after 100 PeV — second knee 
• Small-scale anisotropies — new beast!
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Backu-ups
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What does theory say about the hardening?
How to explain breaks
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In fact, if the spectral break 
is due to propagation, the 
change of power-law  index 
for secondaries will be 
twice that of primaries!
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• For AMS-02, Cosmic Ray charge selection is affected by survival probability 

He flux:  
1.7 < Z < 2.5 

up to layer L8*

2 Q. Yan et al. / Nuclear Physics A 996 (2020) 121712

Fig. 1. A cosmic-ray carbon event of 52 GV rigidity measured by AMS, with the signals in TRD, TOF, Tracker, RICH, 
and ECAL. Also shown are the permanent magnet and ACC.

isotopes [8–15]. However, most of the data is available with only one or a few measurement 
points at low energies < 2 GeV/n.

By using cosmic rays from outer space, which includes all kinds of nuclear species of energies 
spanning over more than 10 orders of magnitude from MeV to hundreds EeV, these measure-
ments can be extended to much higher energies.

The Alpha Magnetic Spectrometer (AMS), operating aboard the International Space Station 
(ISS) since May 2011, is a unique large acceptance precision magnetic spectrometer in space. It 
aims to search for dark matter and antimatter in the Universe and to precisely measure properties 
of cosmic-ray electrons, positrons, protons, antiprotons, and nuclei. So far, more than 150 billion 
charged cosmic-ray events have been collected by AMS. AMS is expected to operate through the 
lifetime of the ISS, 2028 and beyond. The layout of the AMS detector and the high statistics of 
the collected cosmic-ray nuclei data enabled us to accurately determine nuclear interaction cross 
sections.

2. AMS detector

The AMS detector consists of a 0.14 T permanent magnet [16] surrounded by an array of 
particle detectors to measure the velocity β = v/c, absolute charge Z, energy E, and rigidity 
(momentum/charge) R of the passing particles.

As seen in Fig. 1, above and below the magnet bore are the Upper and Lower Time of Flight 
(TOF) counters [17]. The purposes of the TOF are to provide a charged particle trigger to AMS, 
to determine the velocity and direction (β > 0 for downwards direction and β < 0 for upwards 
direction) of incoming particles and to measure Z by the rate of energy loss (dE/dx ∝ Z2). 
The Transition Radiation Detector (TRD) [18], located above the Upper Time of Flight coun-
ters, identifies electrons and positrons by transition radiation while rejecting protons at a level 
of 103. The Ring Imaging Cherenkov detector (RICH) [19], below the Lower Time of Flight 
counters, measures the charge and velocity of passing particles with a velocity resolution better 

* PRL 115, 211101 (2015)
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Fig. 8. The He interaction cross section on carbon target (σHe+C) as a function of rigidity measured by AMS (solid 
curve) in the rigidity range from 2 GV to 1 TV, together with earlier measurements (open circle [8], open squares [6], 
and open triangles [5]) and the GEANT4 Glauber-Gribov model [43,44] (dashed curve). The grey band indicates the 
systematic error (68% CL) of the AMS result. The isotope used for He is mostly 4He. The error associated with the 
He isotope composition has been added to the total systematic error by varying the ratio of 3He/4He from 0 to 0.2. 
The isotope-changing cross section 4He→3He (σ I

He+C) has been derived from MC, verified by data using the reaction 
4He→3H as described in Fig. S1 of Ref. [45] and has been included in the He interaction cross section.

Fig. 9. The He interaction cross sections on carbon target as functions of rigidity divided by their value at 100 GV 
(σHe+C/σ 100 GV

He+C ) for a) the GEANT4 original Glauber-Gribov model [43,44] (dashed curve) and the AMS tuned model 
(solid curve), and b) their ratio. The AMS tuned interaction cross section model was obtained from our He data.

AMS tuned model (derived from our data) for the He+C interaction cross section as functions of 
rigidity divided by their value at 100 GV.

He—C interaction cross section 
measurement by AMS 

Q. Yan Nuclear Physics A 996 (2020) 121712
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p—BGO He—BGO 

Tykhonov Part B2 PeVGALAXY

Historically, hadronic measurements with DAMPE were hampered by the low accuracy of particle re-
construction and identification at the highest energies. Recent progress of the PI’s group largely overcomes
those constraints, as demonstrated in preliminary studies with a limited DAMPE dataset in a restricted energy
range [20] (Figure 9). Achieving this task at higher energies currently remains highly challenging due to the
limited accuracy of the existing CR reconstruction algorithms at the PeV scale. To facilitate it, we will further
exploit the AI-based algorithms developed in the project (tasks T.1 and T.3). This will enable the measurement
of proton/ion cross-sections, uniformly spanning a few orders of magnitude in energy, within the scope of this
project. It will bridge the gap in the existing proton cross-section data and will provide unique probe of helium
and heavier ion cross-sections, unachievable with the ground beam experiments.

Figure 9: Proof-of-concept measurement of proton and helium inelastic cross-sections in the BGO material,
obtained with in-flight DAMPE data [20]. Existing measurements [43, 50–54, 116] and the projection of
the expected results with HERD are overlaid for comparison. They are scaled for the BGO target material,
assuming the nuclear mass- and radius-related dependencies [43, 117]. Note that ⇠PeV energy in the labora-
tory reference frame (naturally used in space experiments) corresponds to ⇠TeV in the centre-of-mass frame
(
p

SNN).

(H.2) Hadronic uncertainties of the CR spectra. Feasibility studies by the PI [20] show that if the measured
hadronic inelastic cross-sections are adjusted subsequently in the simulations, it will reduce hadronic uncer-
tainties of CR proton/ion measurements to about 5–10% (Figure 10). Hence, the cross-sections measured in
task T.1 will be iteratively implemented in the proton/ion CR analyses (tasks S.1 and S.3).

Figure 10: Hadronic uncertainties of
proton/helium spectra with DAMPE.

To further improve the understanding of hadronic physics at the
TeV–PeV energies, we will identify observables from data to experi-
mentally probe the (differential) hadronic model parameters. In par-
ticular these include: the multiplicity of secondary hadrons, the ratio
of charged/neutral hadrons, and the fraction of energy carried away
be the leading decay product (elasticity) [118]. As an example of a
possible implementation, an AI regression model will be developed,
similar to those in [17–19], to estimate the electromagnetic content of
hadronic showers, which is correlated with the relative fraction of neu-
tral mesons (mostly p0 decaying to photons). The elasticity can be
probed thanks to the excellent granularity of the DAMPE and HERD
calorimeters, for example, through the longitudinal shower profile. The
goal is that by probing these (and possibly other) quantities in addition
to cross-sections, the hadronic uncertainty of the CR proton/ion mea-
surement will be reduced from 10–20% to less than 5%.

There is a high risk that considerable systematic uncertainties may arise from the application of hadronic
CR-identification techniques and hadronic-shower reconstruction methods at the PeV scale. In this case we will
make use of classic better-understood techniques, in synergy with AI methods. Furthermore, even in case of a
possible delay of the HERD launch, the project will still realise breakthrough hadronic measurements thanks
to the unique DAMPE data. At the same time, we will pioneer the implementation of the related methods for
HERD, based on the detailed HERD simulation and its on-ground calibration data.

13

Adapted from  
P. Coppin el al. ICRC 2023 
https://pos.sissa.it/444/142

Hadronic Cross Sections & Cosmic Rays

Important for reducing the uncertainty of hadronic cosmic 

ray measurements with calorimetric experiments 

• Good segmentation of DAMPE BGO calorimeter  

→ Use DAMPE/HERD for cross-section measurements!

Cross-section 
measurement in BGO bar

https://pos.sissa.it/444/142
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• Largest systematic uncertainty is due to absolute rigidity scale 
• Calibrated on-ground with tests beams (up to 400 GV)

• Rigidity scale shift determined by e+/e- cross-calibration with calorimeter

M. Aguilar, L.A. Cavasonza, G. Ambrosi et al. Physics Reports 894 (2021) 1–116

Fig. 9. (a) Comparison between data and the Monte Carlo simulation of the inverse rigidity measured by the tracker for 400GV test beam protons.
As seen, the agreement between the data and the Monte Carlo simulation extends over five orders of magnitude. (b) The difference of the inverse
rigidities measured with the upper (Layers L1–L8) and the lower (Layers L2–L9) parts of the tracker for the cosmic ray proton data collected on the
ISS and for the Monte Carlo simulation in the rigidity range [1130-1800]GV.

Fig. 10. The 1/|R|�1/E distribution for the energy bin 11 to 13GeV for electrons (red data points) and positrons (blue data points). The distribution
for electrons is parametrized by the sum (red curve) of a Gaussian and an exponentially modified Gaussian with a �2/d.o.f. = 65/68.

10

M. Aguilar, L.A. Cavasonza, G. Ambrosi et al. Physics Reports 894 (2021) 1–116

Fig. 11. The time dependence of the rigidity scale correction for the period from May 2011 to May 2018.

1.2.3. Determination of tracker absolute rigidity scale and alignment
In AMS, for all Z , the largest systematic error in the determination of the fluxes at the highest energies is due to the

uncertainty of the absolute rigidity scale. The AMS tracker alignment and the absolute rigidity scale determination were
performed before launch using the CERN test beam data, as shown in Fig. 9a. Vibrations and accelerations on the ISS due
to movement of solar arrays, the attitude change, docking and undocking of the visiting vehicles, astronaut activities, and
during the AMS launch into space as well as outgassing of the carbon fiber supporting structure in vacuum, may change
the ladder positions of the inner tracker at the sub-micron level, and therefore cause shifts in the absolute rigidity scale.
Note, a coherent shift in the inner tracker layers of less than 0.5 µm is sufficient to create an absolute rigidity scale shift
of 10% at 1 TV.

The in-flight rigidity scale shift s and its uncertainty were obtained by the comparison of the inverse absolute rigidity
1/|R|, measured by the tracker, with the inverse energy 1/E, measured by the electromagnetic calorimeter, for positron
events and electron events [43].

• First, the electron events and positron events were split into 72 energy bins from 2 to 300GeV, with bin widths
chosen according to the calorimeter energy resolution.

• Next, probability density function (PDF) for each bin were calculated from the 1/|R| � 1/E electron distributions.
Fig. 10 shows the 1/|R| � 1/E distribution for electron events and its parametrization together with the positron
events in the 11 to 13GeV bin.

• Each PDF is then parametrized by the sum of a Gaussian function and an exponentially modified Gaussian function.
• The bin-by-bin PDF distributions are parametrized as functions of energy.
• The resulting energy dependent PDF, f (1/|R|�1/E, E), is then used in an unbinned likelihood fit of the rigidity scale

shift parameters, namely s+ for positrons and s� for electrons.
• The likelihood is defined as

P
+ log f (1/|R| + s+ � 1/E, E) +

P
� log f (1/|R| + s� � 1/E, E), where the summations

include all positron events or electron events, respectively.
• The absolute rigidity scale shift is then evaluated as s = (s+ � s�)/2.

As mentioned above, various effects at launch and in space may modify rigidity scale and bias flux measurements. To
determine the time-dependent rigidity shift correction, the electron–positron data from the first 7 years of operations is
divided into four time intervals. Fig. 11 shows the time dependence of the rigidity scale correction for the period from
May 2011 to May 2018. With this time dependent correction, the accuracy of the rigidity scale shift is found to be within
0.033 TV�1 or 3% at 1 TV, limited mostly by available positron statistics.

The positions of L1 and L9 are dynamically aligned every 2 min according to extrapolations from the inner tracker
(layers L2 to L8). Therefore, the rigidity scale of the full span tracker with layers from L1 to L9 follows the rigidity scale
of the inner tracker. To verify this, the difference in the rigidity scale shifts between the full span tracker and the inner
tracker, s(1/R19)� s(1/R28), has been estimated using high energy cosmic ray proton and helium events. Both proton and
helium samples yield similar results. The difference is found to be s(1/R19)�s(1/R28) = �0.019±0.011TV�1 independent
of rigidity [43]. The corresponding small shifts in the L1 and L9 positions were corrected and the error of 0.011TV�1 is
added in quadrature to the total error of the rigidity scale.

Overall, the tracker rigidity scale was measured with an accuracy of ±0.034TV�1 (i.e. quadratic sum of 0.033TV�1 and
0.011TV�1). This corresponds to the determination of a coherent displacement of layers L2–L8 by less than 0.2 µm.

To verify that after these corrections rigidity scale is time independent, we have studied the time dependence of the
measured fluxes. Fig. 12 shows the ratio of the proton and helium fluxes measured using data from each 21-month
period to the fluxes measured over the complete 7 years. As seen, at high rigidities (>100GV), where the solar effects
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Rigidity scale uncertainty  ±0.034 TV-1 


~ 3.4% at 1 TeV

Alpha Magnetic Spectrometer (AMS-02)

PRL 114, Physics Reports 894 (2021) 1–116



Cosmic Ray electrons & positrons
Rare: 1/10000 cosmic rays at 1 TeV is an e- or e+


• Sensitive to new physics 

Rapidly loose their energy during propagation 


• (synchrotron radiation & inverse Compton)


• Only nearby sources (1 kpc) at TeVs

Can be of primary or secondary nature


• (Primary)  Pulsars & Supernovae


• Same acceleration mechanism as CR p/ions


• Photons above e+e- production threshold (pulsars) ?


• (Secondary) interaction of CR with interstellar medium


• Mostly originate from π decays, 


CR electron and positron spectrum up to 1 TeV 
measured by AMS-02 mission


(Phys. Rev. Lett.122, 101101 (2019) )

Positron spectrum incompatible with 
purely secondary origin: DM, pulsar ?
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Fig. 67. The ratio of the positron-to-proton fluxes (red data points) together with the fit of Eq. (4) in the energy range [55.58 � 1000]GeV (blue
line with 68% C.L. band). As seen, the ratio is rising in the range [55.58 � 256]GeV and decreasing in the range [256 � 1000]GeV. The values of the
fit parameters � and �� are shown in the plot together with the transition energy E0 and its uncertainty (the vertical green dashed line and the
green band). The dashed blue line shows extrapolation of the fitted power law function in the range [55.58 � 256]GeV to higher energies.

Fig. 68. Comparison of the AMS positron (Ẽ3�e+ , red data points, left axis) and antiproton (Ẽ3�p̄ , blue data points, right axis) spectra. As seen, the
AMS antiproton data show nearly identical energy dependence as positrons at high energies.

Fig. 69. The ratio of the positron-to-antiproton fluxes (red data points) together with the fit of the constant function to data in the energy range
[60 � 525]GeV (blue line with 68% C.L. band).

51

• Mostly of secondary origin, unlike positrons: not produced in pulsars

• Surprisingly, spectrum similar to (primary) protons and positrons at 10—300 GV

M. Aguilar, L.A. Cavasonza, G. Ambrosi et al. Physics Reports 894 (2021) 1–116

Fig. 63. (a), (b) The AMS antiproton spectrum and (c), (d) the antiproton-to-proton flux ratio (red data points) together with four recent theoretical
models (black lines), their uncertainties (blue bands), and the contributions from dark matter annihilation (yellow lines) [114,115].

Fig. 64. The measured proton spectrum (Ẽ3�p , green, right axis) compared to the electron spectrum (Ẽ3�e� , purple, left axis) - converted from
measured rigidity to total energy for protons. The electron spectrum shows a distinctly different behavior from the proton spectrum over the entire
energy range.
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Fig. 65. The measured positron spectrum (Ẽ3�e+ , red data points multiplied by 10) compared to the electron spectrum (Ẽ3�e� , blue data points).
For display purposes the electron data point at ⇠830 GeV is slightly shifted horizontally to avoid overlap with the positron point. As seen, the
positron spectrum has distinctly different magnitude and energy dependence compared to that of electrons.

Fig. 66. The positron (Ẽ3�e+ , red data points, left axis) and proton (Ẽ3�p , green data points, right axis) spectra. Also shown are the fits of Eq. (4)
to positron data and Eq. (12) to proton data. The dashed vertical line and the blue band show the positron transition energy and its uncertainty
(see Section 2).

8. Primary helium, carbon, and oxygen fluxes

Primary cosmic rays are believed to be mainly produced by galactic sources such as supernova remnants. Precise
knowledge of their spectra in the GV-TV rigidity region provides important information on the origin, acceleration, and
subsequent propagation processes of cosmic rays in the Galaxy. Helium, carbon, and oxygen are among the most abundant
primary cosmic ray nuclei.

Over the last 30 years, there have been many measurements of helium, carbon and oxygen fluxes. Typically, these
measurements have errors larger than 15% at 50GeV/n. Fig. 75 shows a summary of the most recent measurements
before AMS [103]. As seen, the data are not always consistent with each other.

We report the precise measurements of the helium, carbon, and oxygen fluxes in cosmic rays in the rigidity range from
1.9GV to 3TV for helium and carbon, and 2.2GV to 3TV for oxygen based on data collected by AMS (Tables 7, 8, 9, 10,
and 11). The total error is ⇠3% at 100GV for both the carbon and oxygen fluxes and ⇠1.5% at 100GV for the helium flux.
The measurements are based on 125 million helium, 14 million carbon and 12 million oxygen nuclei. These new AMS
results are consistent with the earlier AMS measurements [120] but have smaller statistical and systematic errors.

Fig. 76 shows the AMS results on the helium, carbon, and oxygen spectra. R̃ is the spectrally weighted mean rigidity
for a flux proportional to R�2.7. As seen, above 60GV all the three spectra have identical rigidity dependence. In particular,
they all deviate from a single power law and harden progressively from ⇠200GV.

To examine the rigidity dependence of the fluxes, the variation of the flux spectral indices with rigidity was obtained
in a model independent way. The flux spectral indices � were calculated from Eq. (13) over non-overlapping rigidity
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Fig. 67. The ratio of the positron-to-proton fluxes (red data points) together with the fit of Eq. (4) in the energy range [55.58 � 1000]GeV (blue
line with 68% C.L. band). As seen, the ratio is rising in the range [55.58 � 256]GeV and decreasing in the range [256 � 1000]GeV. The values of the
fit parameters � and �� are shown in the plot together with the transition energy E0 and its uncertainty (the vertical green dashed line and the
green band). The dashed blue line shows extrapolation of the fitted power law function in the range [55.58 � 256]GeV to higher energies.

Fig. 68. Comparison of the AMS positron (Ẽ3�e+ , red data points, left axis) and antiproton (Ẽ3�p̄ , blue data points, right axis) spectra. As seen, the
AMS antiproton data show nearly identical energy dependence as positrons at high energies.

Fig. 69. The ratio of the positron-to-antiproton fluxes (red data points) together with the fit of the constant function to data in the energy range
[60 � 525]GeV (blue line with 68% C.L. band).
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Still compatible with CR collisions with interstellar medium

AMS-02 (2021)
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AMS-02 L0 Upgrade
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Upgrade with new Silicon Tracker Layer
Acceptance increased to 300%

y

z

x

New Silicon Tracker Layer

Existing Tracker L1

36

Currently 2025-2030 = 5 years
With upgrade = 15 years• Upgrade of AMS-02 silicon tracker in 2025 — 3 times more acceptance

* Slides credit: ICRC2023 highlight talk



• UNIGE and EPFL in charge of the FIber Tracker (FIT) 
• Phase B R&D completed 
• Test beam activities on-going 
• Update of FEB with new ASIC 
• Simulation studies ongoing 
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High Energy Radiation Detection facility (HERD)
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Future spectrometers in space 

AMS-100:

Planned Design:

� 3 mm high temperature superconducting solenoid (HTS tapes)

ื 1 T in a volume of 75 m3

� Solenoid operated at 50 ± 60 K behind the sunshield in thermal 
equilibrium with the environment

� Expandable high temperature superconducting compensation
coil (Ø 12 m) balances magnetic dipole moment of solenoid

� Solenoid is instrumented on the inside with a silicon tracker 
and a calorimeter system (70 X0, 4 𝛌I)

� SciFi-tracker

� Time-of-flight (ToF) system

T = 50 K

9
S.Schael et al., https://arxiv.org/pdf/1907.04168.pdf, Nucl. Instrum. Methods Phys. Res. Sect. A 2019, 944, 162561

Weight: 40 t
Thin coil Solenoid : BL2=15 Tm2

Acceptance: 100 m2sr
MDR: 100 TV
Calorimeter: 70 X0, 4𝛌
Power Consumption:           15 kW
Incoming Particle Rate:       2 MHz
Number Readout Channels: 8 Million
Mission Flight Time:           10 years

AMS-100 / ALLADINO* 
• High-temperature 

superconducting magnet 
• solenoid (toroid) 
• 100 / 10 m2 sr acceptance   
• Placed in Lagrange point 2

Instruments 2022, 6, 19 5 of 40

of the AMS-01 prototype, which for the first time has proven the feasibility of measurements
of high-energy CRs in space with a large acceptance instrument, using a permanent magnet
to generate the magnetic volume [28]. The AMS-01 heritage has been further consolidated
to achieve precision measurements with the PAMELA satellite detector (2006–2016) [29] and
with the AMS-02 detector onboard the International Space Station (ISS) since 2011 [12]. Both
PAMELA and AMS-02 feature permanent dipolar magnets to generate the magnetic vol-
umes of their spectrometer [29,30]. As of today, AMS-02 is the only magnetic spectrometer
operating in space, and no other spectrometric mission is currently planned.

The performances of spectrometric experiments are usually represented in the liter-
ature by few figures of merits: (i) the MDR; (ii) the charge confusion (CC), which is the
probability to reconstruct the opposite sign of the charge and determines the amount of elec-
trons (hadrons) that contaminates the sample of the less-abundant positrons (antihadrons)
component; (iii) the gathering power, measured as the product of the detector acceptance
with the detector-integrated livetime, which depends on the detector effective area, angular
aperture, selection efficiency, and operation duty cycle, and determines the amount of data
collected by the instrument.

Despite the various successful missions for measurement of CRs in space, many open
issues limit our understanding of the origin, acceleration, and propagation mechanisms of
CRs. Proposals for instruments for the measurement of high-energy CRs in the TeV–PeV
energy range include the all-calorimetric HERD instrument onboard the Chinese Space
Station [31] and the spectrometric instrument AMS-100 proposed for operations in Earth–
Sun Lagrange Point L2 [32]. Figure 1 reports a summary of the most relevant operating and
planned instruments for measurement of high-energy CRs in space.
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ALADINO CaloOnly

AMS-100 CaloOnly

Figure 1. Acceptance and weight for the most relevant operating (full dots) and proposed (shaded
dots) instruments for measurement of high-energy CRs in space. Blue and red dots represent,
respectively, spectrometric and calorimetric instruments. The values reported in the picture are
from [33] (CALET), [34,35] (DAMPE), [36–39] (AMS-02), [40] (HERD), [32] (AMS-100). The values
of acceptance may depend on the analysis to which they are referred, and shall be considered
as a benchmark value only. For AMS-02, the values are reported separately for particles in the
acceptance of the AMS-02 inner tracker (AMS-02 Inner) or of the AMS-02 full tracker (AMS-02 Full).
For ALADInO and AMS-100, the values are reported separately for particles in the acceptance of
the magnetic spectrometer and calorimeter, of the magnetic spectrometer only (MSOnly), and of
the calorimeter only (CaloOnly). NB: this picture does not provide the full set of information to
determine the final performances of each detector, because other factors (such as the spectrometer
MDR or the calorimeter depth and geometry) should be taken into account. For example, for the
high-energy e± measurement, ALADInO is to be compared with AMS-02 Full, which is the AMS-02
configuration with the largest MDR.
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* Antimatter Large Acceptance Detector In Orbit (ALADInO)



DAMPE Tracker detector (STK) & DPNC 

University of Geneva (DPNC) &  
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Space qualification (2014–2015)
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silicon	sensors,	the	rest	with	dummy	sensors	
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thermal	vacuum	
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silicon	sensors,	the	rest	with	dummy	sensors	
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vibra+on,	accelera+on,	
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thermal	vacuum	

SERMS	laboratory	
Terni	-	Italy	

76 cm

Vibration, shock, thermal cycling,..
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• AMS-02: simultaneous charge & velocity measurement: allows detecting isotopes!

• Information on propagation medium/mechanism, galactic halo size (cosmic ray “clock”)

AMS-02: isotopes
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Galac,c 
halo

Galac,c 
disk

SOURCE

Primary Cosmic Rays
C, N, O,...

Unstable secondary
10Be

Galactic 
halo

10B

Galac,c center

The ra'o of unstable-to-stable secondary cosmic rays 10Be/9Be measures the Galac'c halo size !.
! determines the galac'c cosmic ray propaga'on volume .

Cosmic-ray Beryllium isotopes

9Be
Stable secondary

3

Beryllium nuclei are secondary cosmic rays.
They include three isotopes, two stable, 7Be and 9Be, and one unstable, 10Be.

Stable secondaries as 9Be propagate in the entire galactic halo
while 10Be decay to 10B before reaching the boundary of the Galaxy,

!

!Beryllium Isotope Flux Ratios
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10Be/ 9Be

(Preliminary data, refer to upcoming AMS publica,on)

9Be/ 7Be

Lithium Isotope Flux Ratios

16(Preliminary data, refer to upcoming AMS publicaDon)
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4Helium

Carbon

7Li

7Be 

10B

Supernova

Cosmic-ray Light Isotopes
Cosmic-ray isotope studies give unique information on 

propagation (D, 3He), 
production mechanism (6,7Li) and 

measure the galactic halo size (9,10Be).
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ot
on

s

Neutrons

11B

6Li9Be 
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e-ν̅

2H 
3He 

2

J. Wei, ICRC 2023

For details see theory review: arXiv:2204.13085
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Figure 2: A schematic image of the SWGO detector array (Source: [16])

This thesis’ aim is to predict the gamma-ray spectra of a set of known SNRs to investigate
which of these could be detectable by SWGO according to its sensitivity and which of
them are indeed detectable by SWGO, i.e. are in the southern sky that will be covered by
SWGO. To achieve this, a reasonable model is needed to predict the gamma-ray spectra
of SNRs an compare them to the spectral range SWGO will be sensitive to.

6

Water cherenkov

https://ecap.nat.fau.de/wp-content/uploads/2022/10/Bachelorarbeit_Scharrer.pdf
https://www.swgo.org/SWGOWiki/doku.php



Power law in Cosmic Rays
• Gain/loss at each acceleration proportional to energy:


ΔE = k * E 

• Given p — escape probability at each acceleration, probability to stay 
within acceleration region after N interactions: 


P = (1-p)N  

• Energy after N interactions:


E = (1+k)N * E0 

==>    log(E/E0) / log (1+k) = log(P) / log(1-p)  ==>  P(E) ∝ Ε -γ       


… where  γ = - log (1-p) / log (1+k).  In differential form:


 dP/dE ∝ Ε -γ-1       
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Shock front

Accelerated particle going back 
and forth until it escapes the front

— probability distribution function of  gained CR energy
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Figure 6: Inferred phase and amplitude of the (equatorial) dipole anisotropy from recent measurements. See Table 1 for

a description of the data. The dashed line shows a naïve model prediction assuming a smooth distribution of CR sources

and isotropic diffusion with energy dependence K / E1/3.

Note, that we have a1-1 = �a⇤11 and a10 = a⇤10. Here, we introduced the notation �0h and �6h corre-

sponding to the dipole components parallel to the equatorial plane and pointing to the direction of the

local hour angle 0h (↵ = 0�) and 6h (↵ = 90�) of the vernal equinox, respectively. We also introduce

�N as the dipole component pointing north. However, since a10 is in general not accessible by ground–

based observatories the corresponding dipole component �N can not be constrained. For that reason,

experiments only report the dipole components aligning with the equatorial plane as

�
�0h, �6h

�
= (A1 cos↵1, A1 sin↵1) , (19)

with dipole amplitude A1 and phase ↵1.

Figure 6 shows the dipole amplitude and phase reported by various CR experiments, see Tbl. 1

for a summary of these data. The dashed lines indicate a simple parametric model of the dipole

anisotropy for a CR diffusion model that we are going to discuss in the next sections. The experimental

data show a large scatter from experiment to experiment. This has various reasons. Firstly, ground–

based observatories only observe CR indirectly via their showers produced in the atmosphere. This

results in a large uncertainty of the reconstructed CR energy from shower–to–shower variations and

14

Figure 3: Anisotropy maps of CRs observed at different energies by IceCube and IceTop [46]. The maps are inferred

from 3.2⇥ 1011 CR events observed over a period of six years. The median energy of the data bins range from 13 TeV to

5.4 PeV as indicated in the panels. The observable zenith range limits the FOV to declinations � . 25� for IceCube and

� . 35� for IceTop (lower left panel).
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13 TeV 24 TeV

38 TeV 71 TeV

130 TeV 240 TeV
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1.6 PeV 5.4 PeV

Cosmic Ray anisotropy

arXiv:1612.01873v1

All-particle knee

• Phase flip of 180° at ~100TeV towards galactic plane

• Anisotropy for CR of different rigidities formed over different distances — non-trivial energy dependance

• Can be described by Vela SNR — one of the strongest contributors to the CR anisotropy


